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Foreword

The River Nile Water is the lifeblood for 180 million people who live in the river
basin. Nile water supports hydropower, agriculture, navigation, and a multitude of
ecosystem services all essential for economic growth, poverty reduction, and stabil-
ity in the region. The region has the potential for rapid growth, and many individuals,
communities, companies, and countries have high hopes that the Nile waters can
support growth and prosperity. While the future expectation of what the Nile can
deliver to its people is extremely high, in fact the resource is limited, and there is a
real danger that ill-planned development can lead to degradation and conflict.

Underpinning good planning and development is knowledge about the hydrol-
ogy of the Nile system. While there has been millions spent on development, and
there are large plans for more development, it is surprising how little basic data and
analysis is readily available, especially data for the upstream countries in the basin.
For historic reasons, Egypt and Sudan possess a wealth of knowledge about the Nile
waters and its use. This is not true for upstream countries who have tapped very little
of the Nile River water resource, but who are looking to gain more benefits from the
Nile in the future. Information in the book plays an important role to bridge this gap.
There is a wealth of new modeling and information techniques that can really help
build a better picture of water resources in the region. This book makes an advance
in bringing these techniques to bear on the Nile basin.

The book covers a range of biophysical issues important for the Nile basin. For
example, fundamental to water management are the water budgets of the major lakes
in the region which are revisited in this book. Ultimately rain is the source of water
for the Nile River basin, yet the knowledge of historic, let alone real time rainfall
across the huge basin is scant. Satellite rainfall estimation provides some exciting
opportunities to fill in this void, and there is a great opportunity for their applica-
tion in planning and real time management as the book reveals. Ultimately many
decisions are made in a watershed context, and GIS and remote sensing provide the
spatial tools needed for communities and countries to explore options for develop-
ment. Climate variability and climate change are major unknowns in the region, but
people have to contend with climate variability in their day to day lives. Chapters in
the book shed light on basic processes and provide tools which are useful to better
analyze and understand the implications of climate change and climate variability.
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vi Foreword

Ultimately decisions have to be made about the allocation of Nile waters amongst
different users, and different countries. While it can be argued that these deci-
sions are largely political, science has an important role in informing better ways
to serve all, to highlight tradeoffs that need to be made, and to minimize neg-
ative consequences. Making better water decisions requires better knowledge of
water availability, how water is accessed now, what is the productivity of its use,
environmental flows, and the implications of future demands and development sce-
narios. The book, Nile River Basin: Hydrology, Climate and Water Use represents
an important milestone for work on Nile waters. It is an important reference for pro-
fessionals, policy makers, practitioners, researchers and students who are required
to find solutions for the people dependent on Nile waters, and their children. It pro-
vides a critical resource for the people managing this transboundary river, and thus
the people dependent on its water. It is an important milestone for those addressing
one of the most pressing challenges of our time, water scarcity.

David Molden



Introduction: Hydrology of the Niles in the Face
of Climate and Land-Use Dynamics

Assefa M. Melesse, Seleshi Bekele, and P. McCornick

1 Nile River Basin Overview

The Nile River, at about 6,825 km, is the longest river in the world. It comprises
two major tributaries, the White Nile and the Blue Nile (known as the Abbay in
Ethiopia). The White Nile rises in the Great Lakes region of central Africa, with
the most distant source in southern Rwanda and flows north from there through
Tanzania, Lake Victoria, Uganda and southern Sudan. The Blue Nile starts at Lake
Tana in Ethiopia, and flows into Sudan from the southeast. The two rivers meet at
the Sudanese capital Khartoum and flow north through Sudan and Egypt to drain
into the Mediterranean Sea. The drainage area estimate varies between 3.1 million
km2 (FAO, 2007) to 3.3 million km2 (CPWF, 2007). The variation is due to diffi-
culty in delineation of the sub-basin in the flat slope parts of Sudan and Egypt. Ten
countries fall within the Nile basin and these include Burundi, Democratic Republic
of Congo, Egypt, Eritrea, Ethiopia, Kenya, Rwanda, Sudan, Tanzania, and Uganda
(Molden et al., 2010). The Nile River basin is home to approximately 180 mil-
lion people, while over 350 million (based on World Bank, 2006b) live within the
10 riparian states. The Nile region is characterized by high population growth and
considerable development challenges (Awulachew et al., 2008). The benefits of the
Nile River need to be shared among these 10 countries, but the issues are hard to
encompass. The unbalanced distribution of water, wealth, and power have made
the issues even more challenging for gaining information and creating appropriate
interventions (Molden et al., 2010).

A.M. Melesse (B)
Department of Earth and Environment, Florida International University,
Modesto A. Maidique Campus, Miami, FL 33199, USA
e-mail: melessea@fiu.edu
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viii Introduction: Hydrology of the Niles in the Face of Climate and Land-Use Dynamics

2 Hydrometeorological Variability

Historical hydro-meteorological data analysis of the basin showed a high variability
in the river flows and rainfall pattern. The variability of dry season precipitation
hence river flows is higher than that of the wet season rainfall and river discharges.
The spatial variability of rainfall and river discharges is also high with the upper
basin receiving more rainfall and thereby generating most of the runoff than
downstream, with virtually no flow generated in the lower basin. The relative
contribution to the mean natural Nile River at Aswan of 84.1 Gm3/year (mean
of 1900–1950) is approximately 4/7 from the Blue Nile, 2/7 from the White Nile
(of which 1/7 is from the Sobat), and 1/7 is from the Atbara River (Molden et al.,
2010), signifying that over 85% of the Nile flow is generated in the Ethiopian
highlands. The long term mean flow of the Nile at Aswan is in fact higher than
84.1 Gm3/year (Awulachew et al., 2010).

A close examination of the seasonality of rainfall and flow using wavelet analysis
showed different frequency recurrence for the rainfall and river flows for the upper
Blue Nile River basin (Figs. 1 and 2). Figures 1 and 2 show the Continuous Wavelet

Fig. 1 Continuous wavelet transform for Blue Nile basin-wide Rainfall (Melesse et al., 2009)
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Fig. 2 Continuous wavelet transform for the monthly average flow Blue Nile at Bahir Dar
(Melesse et al., 2009)

Transform (CWT) maps of the basin-wide average monthly rainfall and Blue Nile
flow at Bahir Dar, respectively. The wavelet time-frequency analysis of the rainfall
and flow in the upper Blue Nile River basin has shown various trends at different
time scales. As depicted in Fig. 1, approximately a 10-year trend is shown for the
Blue Nile basin wide rainfall around 1963, 1973, 1983, 1993 and 2003 at a scale
of 17–30 months. The wavelet spectral power of the Blue Nile basin-wide average
rainfall was also strong for the period of 1961–1963 at a scale of 41–64 months.
The time-frequency representation for the monthly average flow of Blue Nile River
at Bahir Dar (Fig. 2) for the period from 1987–2003 has shown some trend which is
consistent at different scales (9–17, 17–30 and 30–61 months). The 17–30 months
scale trend was very strong for the 1987–1997 period.

Scale represents the width or frequency of the signal. When the scale factor is rel-
atively low (high frequency), the signal is more contracted which in turn results in a
more detailed time series graph. However, low scale does not last for the entire dura-
tion of the signal. On the other hand, when the scale factor is high (low frequency),
the signal is stretched out which means that the resulting graph will be presented in
less detail. Nevertheless, it usually lasts the entire duration of the signal.

The Gravity Recovery and Climate Experiment (GRACE) (GRACE, 2010)
satellite-based monthly changes in gravity converted to equivalent water in the Nile
River basin is shown in Fig. 3. These maps demonstrate that the stored water and
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Fig. 3 GRACE-based monthly changes of water equivalent for the Nile River basin in 2008

monthly moisture flux within the basin are highly seasonal as well as spatially vari-
able. The Blue Nile (Lake Tana) and middle part of the Nile River basin receives
large amount of water in the July-September period resulting in positive monthly
changes (see Fig. 3). On the other hand, the maps for January-May indicate a
negative moisture flux, due to limited rainfall and increasing evaporation.

The potential evapotranspiration (PET) maps of the Nile River Basin (Fig. 4)
based on the Penman-Monteith (PM) equation (FEWS NET, 2010) demon-
strates the considerable temporal and spatial variation in potential evaporation
across the basin.
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Fig. 4 Daily potential evapotranspiration (PET) across the Nile River basin

3 Land Use/Land Covers Change and Land Degradation

Although the Nile River is the longest river in the world, the total volume of water
in the Nile River system is much smaller than the Amazon (2%), Mississippi (15%)
and Mekong (20%) Rivers. But the river is historically important and the livelihood
of many people depends on it. The basin is characterized as one of the most degraded
mainly due to rapid population growth, poverty, political instability, poor watershed
management, poor or absence of effective water use policy and frequent natural
disasters. Home of the second and the third populous countries of Africa, the Nile
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basin is under continuous pressure to provide the water needs of the basin. The
population pressure in the Blue Nile River part of the basin has led to serious land
degradation and land conversion to agricultural areas. This has led to increased soil
erosion, loss of soil fertility and reduction in dry season flows. Although there is no
a reliable basin wide systematic analysis of land use and land cover change, satellite
images shows land cover changes in the upper Blue Nile River and other parts of
the basin.

Numerous challenges face the basin. Fifty percent of the countries in the basin
such as Burundi, DR Congo, Eritrea, Ethiopia and the Sudan face the challenge
of food security due to poor agricultural productivity, climate change, degrada-
tion and conflicts. Subsistence and rain-fed agriculture, together with high rainfall
variability is one of the main causes of food insecurity and the most daunting chal-
lenge the basin faces. Degradation is extensive in the upstream countries such as
Ethiopia, Eritrea, Rwanda and the Lake Victoria region. Drought and floods are
critical issues in most of the upstream countries, including Sudan, with the potential
to be exacerbated by climate change.

Large wetlands are found in eight of the Nile basin countries. Preservation of
some of these wetlands such as the Sudd is a topic of considerable transbound-
ary and international importance. The benefits of the Nile River need to be shared
among the 10 riparian countries, but the issues are hard to encompass and often
appear as sources of disagreements and conflicts. On the other hand, many believe
that if the difficulties of the Nile basin hydro-political impasse is resolved, the sig-
nificant potential of the water resources (i.e. hydropower) can benefit the people of
all riparian countries.

Over 70% of the basin’s people depend on subsistence, rain-fed agriculture
(http://eastafrica.iwmi.org/) (IWMI, 2010). However, the resource base of land and
water is not well utilized, nor appropriately managed, and is degrading very rapidly
due to population pressure and poor agricultural practices. Water related diseases
are common and a major cause of the relatively low life expectancy in the region.
Livestock, fisheries and aquaculture are fundamental in the daily lives of people
along the Nile, but have been neglected topics in the water discourse (Molden et al.,
2010). Livestock are essential to many groups in the Nile basin; they establish the
wealth of a family, determine the ability to marry and indicate the social standing
of several groups within the basin. Water, food and health issues for animals and
humans are crucial. The potential to develop fisheries along the Nile River is very
promising (Molden et al., 2010).

4 Climate Change and Predicted Impacts on Available Water

There is generally good agreement on anticipated temperature increases across the
Nile basin over the course of the coming century (Beyene et al., 2010; Jeuland,
2009; and Conway, 2005), but for the projections on likely trends in precipitation
and runoff, there is less concurrence. Jeuland (2009) concluded that, while there
remains considerable disagreement on the likely effects of climate change on the
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water resources in the basin, the research to date suggests that the rainfall and runoff
in the Lake region (White Nile) is likely to increase, the Eastern Nile (including the
Blue Nile) is highly uncertain, and even where precipitation increases the increased
temperatures may reduce runoff.

Recognizing that there are considerable differences in results, using the mean
output from a number (ensemble) of models results does greatly reduce the range
of projections (Jeuland, 2009). Using this approach with the results from 11 GCMs,
Beyene, et al. (2010)1 suggested that the effects of climate change would cause
the basin to become wetter over the next three decades, and thereafter drier.
Furthermore, the average results suggest a wetter winter (DJF) in both the Blue
and White Nile, and mixed results in the summer (JJA).

We should recognize that there are other changes in the basin that are likely to
have a greater effect on the water resources over this same time-scale, especially the
increasing demand for agriculture and other productive uses.

According to Kim et al. (2008), the increased rainfall and resultant water sup-
ply in the upper Blue Nile that is anticipated through the middle of the century, is
likely to be positive in a region regularly beset by drought. However, according to
ElShamy et al. (2009), over the longer term (2081–2098), the Blue Nile basin may
become drier. Using the outputs from 17 GCM for the A1B scenario their predic-
tions varied between a –15% and +14% change in precipitation, with the ensemble
mean suggesting little change. However, the projected increase in temperature and
evaporation is projected to reduce the runoff.

Based on 15 GCMs, Setegn et al. (2011) (Chapter 12 by Setegn et al. this book)
downscaled the temperature and precipitation to a watershed scale for the upper
Blue Nile River basin for the 2046–2065 and 2080–2100 periods and assessed the
impact on the hydrology of the Blue Nile River at selected gauge stations. The
Soil and Water Assessment Tool (SWAT) model output based on the downscaled
data shows that flow, soil moisture, evapotranspiration and groundwater levels can
change significantly but also were highly variable across the different GCMs leading
to high uncertainty and less conformity in the predication.

The seasonal distribution of these possible increases also needs to be consid-
ered. According to the analysis by Beyene et al. (2010), much of the precipitation
increases in the Blue Nile are anticipated in the winter (DJF) months, which may
be of less value in this region, where the majority of the agricultural production
systems are presently rainfed. However, the projections from Soliman et al. (2009)2

suggest that by the middle of the century the annual discharge from the Blue Nile

1Beyene et al. (2010) compared the results of eleven Global Change Models (GCM) on water
resources in the Nile basin for both the A2 and B1 IPCC climate change scenarios. The B1 scenario
assumes continuing economic growth and global trade, population growth gradually slowing down
to a maximum of close to 9 billion people by 2050 and the adoption of clean and resource efficient
technologies, and the A2 assumes less globalization and cooperation, relatively slow economic
and technological development, and the continuing expansion of the world’s population that would
reach 15 billion by the end of the century.
2 This analysis used in the A1B emissions scenario and the ECHAM5 (Max Planck Institute) GCM
and considered the 2034–2055 timeframe.
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would be similar to recent historic levels, but with appreciable changes in the sea-
sonality and spatial variability. This analysis suggested higher flows at the onset of
the wet season, and reduction in flows at the end of the wet season and through the
dry season.

Where there is irrigated agriculture, the anticipated effects of climate change on
the already highly variable seasonal and spatial variation is likely to be a complicat-
ing factor. While overall the eastern portion of the Nile basin is likely to be wetter in
coming decades, the expectation is that there will be a greater frequency and mag-
nitude of extreme and localized climatic events (e.g., heavy precipitation, flooding
and drought).

Similarly on the White Nile, the effects of climate change on the spatial variabil-
ity of the water resources at the lower scales are expected to be relatively high. The
lakes are expected to have a moderating effect on the downstream flows, although
lake level changes are anticipated to be modified with climate change (Beyene, et al.,
2010).

5 Impacts of Climate Change to Economic and Other Sectors
(Agriculture, Health, Energy)

The predicted changes in climate discussed above, while potentially beneficial in
some cases, add further uncertainty to water resources systems in the Nile basin
that are already naturally highly variable. In addition to the impact on the existing
situation, this increases the uncertainty associated with major investments in water
and other related sectors, especially agriculture, energy, transportation (i.e. roads)
and urban development.

Based on the projections by Beyene et al. (2010), the annual inflows into the High
Aswan Dam would increase by approximately 10% above recent historic averages
through 2040, which would allow for approximately 6% increase in annual irri-
gation over this time period. However, using the same predictions, inflow into the
reservoir is projected to decline to 15% less than the historical average by the end
of the century due to the drying trend and increased evaporative demand. Should
this occur, by around the middle of the century the irrigation releases are predicted
to decline to 87% of recent historical averages and remain at this level thereafter.
Hydropower is expected to follow a similar trend over the same time period that is
increase through 2040 and then decline thereafter.

The situation becomes more ambiguous upstream of the High Aswan Dam, in
part because of the existing spatial and temporal variation of the precipitation and
runoff, the increased uncertainty of the projections at lower scales, a higher depen-
dency on rainfed agriculture, and the relatively low levels of development of water
resources. The more vulnerable countries and communities are in many cases the
least able to cope and adapt. Securing and sustaining water supply to these commu-
nities, creating the resilience to survive extreme events, and enhancing the capacity
to use water productively will be a challenge (Sadoff and Muller, 2009). This is
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of particular concern where there is a strong correlation between the hydrologic
shocks, and reduced economic growth and increasing poverty, as is the case in many
of the countries within the basin (World Bank, 2006a).

The future impacts of climate change would introduce additional risks of negative
health impacts from the increasingly limited and poor-quality global water supply
(WHO, 2009), especially in parts of the basin where significant portions of the popu-
lation continue to be exposed to the disease burden brought on by poor water quality,
water shortages and the effects of floods. The anticipated climate change conditions
that include a greater frequency and magnitude of extreme climatic events (e.g.,
heavy precipitation, flooding and drought) will have potential impacts on popula-
tion health as such conditions make securing clean drinking water more difficult. In
addition, these same extreme events can further destabilize an already food-insecure
situation and the nutritional status of the local population, even where the overall
climate is wetter.

6 Adaptation Strategies to Future Climate
Change Related Disasters

Effective water resources management is fundamental to successful adaptation, and
adaption efforts need to be appropriately integrated into on-going development and
resource management systems, in a fashion that compliments climate change miti-
gation. Failure to do this not only means missed opportunities, but could result in
mal-adaptation, including infrastructure that is not designing for the conditions or
institutional (i.e. water rights) and organizational arrangements that don’t have the
flexibility or capacity to respond.

Efforts to adapt to climate change need to recognize and integrate with the
broader sustainable development and the effects of the other drivers affecting the
particular context; implement good water management practices, such as improving
efficiency, enhancing storage and risk management, that will improve resilience to
cope with the uncertainties of climate change; improve governance from communi-
ties up to basin or national level frameworks; recognize the economic consequences
of inaction and securing the necessary financing (economics and financing); and
enhance and disseminate the knowledge and information required for local adapta-
tion, and to reduce uncertainties, including early warning (adapted from the Nairobi
Principles3)

The planning, development and management of water resources in the Nile basin,
which has historically been undertaken in a highly variable and relatively data sparse
environment, must further allow for the uncertainty associated with the potential

3The Nairobi Statement on Land and Water Management for Adaptation to Climate Change
Nairobi, 17 April 2009. Dialogue on Land and Water Management for Adaptation to Climate
Change. http://landwaterdialogue.um.dk
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non-stationarity of the resource and disagreement in predictions. Given that the spa-
tial and temporal changes are expected to be relatively extreme, and that there is
more uncertainty on the impacts of the water resources, adaptation approaches in
the sub-basins of both the Blue and White Niles need to be more nuanced.

The book,“Nile River Basin: Hydrology, Climate and Water Use” is a collec-
tion of various reviews, analysis and study results covering a wide range of topics
and issues. The chapters cover from the physical hydrology and climate change to
water use and allocation. The chapters are organized in 6 thematic areas (Hydrology
and water budget, Satellite rainfall estimation, GIS and Remote sensing in water-
shed modeling, Climate variability and hydrologic response and Water resources
management, allocation and policy I and II).
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Hydrology and Water Budget



Chapter 1
Hydrological Variability and Climate
of the Upper Blue Nile River Basin

Assefa M. Melesse, Wossenu Abtew, Shimelis G. Setegn,
and Tibebe Dessalegne

Abstract This chapter discusses the hydrometeorology, land use, soils, topography,
agroecological zones, extreme flows, climatic variability and climatic teleconnec-
tions of the upper Blue Nile River basin. The basin has a varied topography, rainfall
and temperature resulting in different agroclimatic zones. Spatial distribution of
annual rainfall over the basin shows high variation with the southern tip receiving
as high as 2,049 mm and the northeastern tip as low as 794 mm annual average rain-
fall. The analysis of the basin’s river flow and El Niño Southern Oscillation (ENSO)
index connectivity indicates that the upper Blue Nile River basin rainfall and flows
are teleconnected to the ENSO index. Based on event correspondence analysis, high
rainfall and high flows are likely to occur during La Niña years and dry years are
likely to occur during El Niño years at a confidence level of 90%. Low and high flow
analysis for selected tributaries and flow at the Blue Nile River flow shows different
recurrence intervals of the high and low flows.

Keywords Blue Nile River basin · Rainfall frequency analysis · Climatic
teleconnections · ENSO · Lake Tana · Blue Nile River flow

1.1 Introduction

The Blue Nile River basin is the main source of the Nile River with a drainage
area of 324,530 km2 (Peggy and Curtis, 1994). Degefu (2003) states that 86% of
the annual flow of the Nile comes from the Blue Nile River basin (59%), from
the Barro-Akobo-Sobat sub-system (14%), and from the Tekeze/Atbara/Gash sub-
system (13%). The remaining 14% comes from the equatorial lakes after losses of
evaporation in the Sudd region and Machar marshes (Degefu, 2003). The upper
Blue Nile River basin (Fig. 1.1) is 176,000 km2 in area (Conway, 2000). The
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Fig. 1.1 Location of the upper Blue Nile River basin in Ethiopia (Abtew et al., 2009a)

major tributaries of the Blue Nile River in Ethiopia are Gilgel Abbay, Megech,
Ribb, Gumera, Beshlo, Woleka, Jemma, Muger, Guder, Chemoga, Fincha, Dedessa,
Angar, Dura and Beles. The upper Blue Nile River basin is relatively wet when
compared to the lower basin (part of the Blue Nile drainage basin outside Ethiopia
until it joins the White Nile River). Annual rainfall ranges from over 2,000 mm in
the Southwest of the basin to a 1,000 in the northeast (Conway, 2000). Bewket
and Conway (2007) reported mean annual point rainfall of 1,445, 1,665, 1,542,
1,349 mm rainfall at Bahir Dar, Chagni, Dangla and Debremarkos, respectively.
Peggy and Curtis (1994) reported 1,521 and 1,341 mm long-term average annual
rainfall for Bahir Dar and Debremarkos, respectively. Kebede et al. (2006) reported
1,451 mm average annual rainfall for Bahir Dar based on observations from 1960 to
1992. Analysis of spatial variation of annual rainfall over the upper Blue Nile River
basin showed the southern tip receiving as high as 2,049 mm and the northeastern
tip as low as 794 mm (Abtew et al., 2009a).

In Ethiopia, rain-fed agriculture is the main source of food production. Temporal
and spatial fluctuations of rainfall result in low food production from droughts or
unfavorable wet conditions. Point rainfall frequency analysis characterizes the tem-
poral and spatial variation of rainfall at a gauge and analysis from many gauges can
help detect temporal trends. Spatial mapping of the characteristics of all gauges in
a region provides the spatial characteristics of rainfall. Regionally averaged rainfall
frequency analysis characterizes rainfall over the region. Sufficient data length and



1 Hydrological Variability and Climate of the Upper Blue Nile River Basin 5

quality is needed for temporal and spatial characterization of rainfall. Conway et al.
(2004) studied the history of rainfall and temperature monitoring network and avail-
able records in Ethiopia and concluded that there are very few numbers of sites
where continuous rainfall and temperature measurement records are available. In the
absence of long term concurrent rainfall observations in a basin, the use of available
data is warranted to conduct as much analysis as possible.

1.2 Hydrometeorology

1.2.1 Air Temperature

Air temperature of the Blue Nile River basin was analyzed using monthly minimum
and maximum data from nine stations (Fig. 1.2). The period of record varies from
13 to 44 years for Jiga (1978–1990) and Bahr Dar (1961–2004) stations, respec-
tively, and the average length of record is 23 years. Table 1.1 summarizes average
monthly air temperature for the nine stations in the Blue Nile River basin. As shown
in Table 1.1, the majority of the stations have maximum average air temperature in

Fig. 1.2 Air temperature measurement stations of the upper Blue Nile River basin
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Table 1.1 Summary of average air temperature in the Blue Nile basin (oC)

Adet
Bahir
Dar Deddessa Dangila

Finote
selam Jiga Motta Pawee Sirinka

Jan 15.85 16.90 22.09 15.27 19.08 22.45 15.48 23.23 17.05
Feb 17.51 18.49 23.46 16.68 20.06 22.88 16.94 25.23 17.90
Mar 19.01 20.66 25.36 17.95 21.03 23.44 18.07 27.44 19.41
Apr 19.56 21.43 25.61 19.05 21.34 23.50 18.68 28.14 20.61
May 19.67 21.60 23.94 18.84 20.91 23.23 18.81 26.51 21.99
Jun 18.30 20.22 22.40 17.58 19.42 22.14 17.63 23.91 23.60
Jul 16.89 18.78 21.39 16.71 17.89 21.65 15.84 22.54 22.30
Aug 16.83 18.61 21.29 16.70 17.68 21.50 15.61 22.49 21.24
Sep 16.98 18.90 22.00 16.89 18.21 21.64 15.65 23.09 20.76
Oct 16.93 19.22 22.18 16.67 18.43 21.80 15.57 23.36 19.17
Nov 16.16 18.28 21.88 15.56 18.64 21.95 15.31 23.18 17.99
Dec 15.64 16.98 21.60 15.02 18.43 21.77 15.09 22.93 17.04
Min 15.64 16.90 21.29 15.02 17.68 21.50 15.09 22.49 17.04
Max 19.67 21.60 25.61 19.05 21.34 23.50 18.81 28.14 23.60
Avg 17.44 19.17 22.77 16.91 19.26 22.33 16.56 24.34 19.92

the months of April or May and the minimum in the months of August or December.
The average annual temperature at the nine stations ranges from a minimum of
16.6◦C to a maximum of 24.3◦C for Motta (eastern part of the basin) and Pawee
(western part of the basin) stations, respectively.

Further, to summarize the upper Blue Nile River basin air temperature, mean
monthly temperature was calculated using simple averaging of air temperatures at
the nine stations (Fig. 1.3). As depicted in Fig. 1.3, the monthly distribution of the
upper Blue Nile River basin temperature suggest that the maximum occurs in the
month of April (22.0◦C) and the minimum in the month of December (18.3◦C).

Fig. 1.3 Monthly distribution of mean air temperature in the Blue Nile basin
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Fig. 1.4 Air temperature and elevation relationships in the Blue Nile basin

In an attempt to study the nature and strength of relationship that may exist
between average air temperature and elevation, a simple linear regression analy-
sis was conducted. As depicted in Fig. 1.4, there is a strong relationship (R2 = 0.75)
between average air temperature and elevation in the Blue Nile River basin. On the
average in the Blue Nile River basin there is a drop in average air temperature of
1◦C for every 168 m increase in elevation.

1.2.2 Seasons

The major seasons in the upper Blue Nile River basin are divided into wet (Kiremt)
and dry (Bega). The wet season runs from June to September and about 70 % of
the annual rainfall occurs during this period (Conway, 2000). The dry season spans
from October to May. However, in some part of the basin, there is a third season
with moderate rainfall (Belg) occurring from mid-February to mid-May.

1.2.3 Rainfall

1.2.3.1 Rainfall Data

Monthly rainfall data was available from 32 monitoring stations in the upper Blue
Nile River basin. The period of record was from 1960 to 2002 with varying record
length. The length of record varies due to differences in site establishment and data
gaps. The rainfall station network is shown in Fig. 1.5. Generally, the south-central
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Fig. 1.5 Rainfall gauge network in the upper Blue Nile River (Abtew et al., 2009a)

area has higher gauge density with sparse gauge concentration or none to the west.
In the analysis, for each month in a year, spatial rainfall statistics was computed
using all gauges with available data for the period. As a result, the network size
varies from year to year.

1.2.3.2 Monthly Rainfall Statistics

Spatially averaged monthly rainfall over the upper Blue Nile River basin ranges
from a low of 10 mm in January to a high of 332 mm in July. Spatially aver-
aged monthly rainfall spread is shown in Fig. 1.6. Figure 1.6 shows monthly spatial
average rainfall, with temporal mean, 25 and 75 percentile. The ranges of spatial
observations for the period of record can be discerned from Fig. 1.6. As shown in
Table 1.2 and Fig. 1.6, the wet season months are June, July, August and September
and the dry season months are January, February, March, April, November and
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Fig. 1.6 Temporal variation of upper Blue Nile River monthly rainfall

December. May is the transition month from the dry season to the wet season and
October is the transition month from the wet season to the dry season. January
has the lowest and July has the highest monthly mean (μ) rainfall. The standard
deviation (σ) is relatively high for the dry season and transition months. The coef-
ficient of variation, c.v. (σ/μ) of the wet season months is small indicating that
these months have low variation (Table 1.2). January, February, November and
December have relatively higher positive skewness. The dry season months have
higher coefficient of variation indicating that the year-to-year variation for these

Table 1.2 Upper Blue Nile River basin monthly rainfall statistics

Month Mean (mm) STDEV (mm) CV (%) Skewness Kurtosis

Jan 10.4 10.4 100 1.90 7.4
Feb 15.0 12.3 82 1.14 4.3
Mar 42.0 21.2 51 0.26 2.6
Apr 57.9 28.6 49 0.31 2.9
May 124.6 42.2 34 0.19 3.4
Jun 197.2 28.6 15 –0.10 2.6
Jul 331.9 42.0 13 0.38 3.8
Aug 320.2 42.7 13 –0.07 3.6
Sep 197.6 35.4 18 0.57 2.9
Oct 86.8 43.9 51 0.51 2.8
Nov 26.9 20.6 76 1.09 3.6
Dec 12.7 10.4 83 1.45 6.5
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months is high. January, February, May, July, August, November and December
are Leptokurtic (Kurtosis > 3). March, April, June, September and October are
Platykurtic (kurtosis < 3).

1.2.3.3 Monthly Rainfall Probability Distribution

Frequency of rainfall depths and duration can be determined from point, single
gauge measurements or from spatially averaged rainfall data. In this case, the dis-
tribution of monthly rainfall time series averaged over the basin is analyzed. The
density function characterizes a continuous probability of monthly rainfall of a given
value and less than the given value, such that the area under the curve bounded by the
horizontal axis is equal to 1. Figures 1.7, 1.8, 1.9, and 1.10 depict density function
for all 12 months.

Theoretical probability distribution fittings with a Chi-square test resulted in
January, July, October and November basin rainfall fit the Gamma-2 probability
distribution. February, June and December fit Weibull distribution. March, April,
May and August fit Normal distribution. September fits Log-Normal distribution.
For the Gamma and Weibull distributions the shape and scale parameters vary from
month to month. Each model was fitted to each month rainfall and the best-fit model
was selected based on the ratio of computed Chi-square (χ2) to the tabular χ2. Chi
Square ratio is computed as follows:

χ2 ratio = χ2 computed

χ2 table
(1.1)

When χ2 ratio is less than 1, the model is accepted and greater than 1, the model is
rejected at 90% confidence level.

The 2-parameter Gamma distribution is presented as follows (Haan, 1977):

f (P) = βα Pα−1e−βP

�(α)
(1.2)

Where f(P) is the probability density function of P (rainfall amount), α is a shape
parameter, β is a scale parameter, and G(α) is the Gamma function of α. The shape
and scale parameters were calculated using software STATGRAPHICS Centurion
XV Version 15.2. The shape (α) and scale (β) can be similarly computed as follows
(Greenwood and Durand, 1960):

α = 0.500876 + 0.1648852Y − 0.0544274Y2

Y
(1.3)

Y = ln
Xm

G
(1.4)

Where Xm is the arithmetic mean and G is the geometric mean for non-zero monthly
rainfall values. Zero monthly values were replaced with 0.01 inches (0.254 mm).
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Fig. 1.7 Probability density
functions for January,
February and March

β = α

Xm
(1.5)

The remaining probability density functions (Normal, Weibull and Log-Normal) are
discussed in Walpole and Myers (1985) and Maidment (1993).
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Fig. 1.8 Probability density
functions for April, May and
June

1.2.3.4 Monthly Rainfall Return Periods

Probabilistic measure of the likelihood of occurrence of a given depth of rainfall is
measured in return periods. Return periods are the expected interval of years a given
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Fig. 1.9 Probability density
functions for July, August and
September

depth of rainfall is expected to occur. Return periods in years were computed from
the Cumulative Density Function (CDF) of each month’s respective distribution fit-
ting Eqs. (1.6) and (1.7). Return periods for dry (below average) and wet (above
average) rainfall patterns were computed for return periods of 2, 5, 10, 25, 50 and
100-year.
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Fig. 1.10 Probability density
functions for October,
November and December

Dry Return Period = 1

CDF
for CDF ≤ 0.5 (1.6)

Wet Return Period = 1

1 − CDF
for CDF ≥ 0.5 (1.7)
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Fig. 1.11 Dry and wet return period rainfall for each month

Return period for dry and wet pattern rainfall for each month is depicted in Fig. 1.11.
The six dry months’ (November–April) rainfall for dry and wet return periods show
that for drought return periods of 50 years and higher, all the 6 months experi-
ence no rainfall. But for wet return periods, distinct groups emerge with December,
January and February producing lower rainfall amount than November, March
and April. The wet season months are separated into two, with July and August
being closely related. June and September are rainfalls far lower than July and
August. The two transitional months, May and October lie between the June and
September of the wet season months and the dry seasons confirming the transitional
characteristic.

1.2.3.5 Annual Rainfall Statistics and Probability Distribution

With mean annual rainfall of 1,423 mm, the upper Blue Nile River basin is rel-
atively wet. Figure 1.12 depicts basin annual rainfall (1960–2002), mean annual
rainfall, and ± 1 standard deviation (125 mm) basin annual rainfall. The upper Blue
Nile River basin annual rainfall has a normal distribution (Abtew et al., 2009a). The
coefficient of the temporal variation of annual rainfall is 0.09 which is relatively
small. The rainfall statistics is based on 32 rainfall stations with varying length of
record (Fig. 1.5). For each year, spatial mean annual rainfall analysis was computed
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Fig. 1.12 Upper Blue Nile River basin average annual rainfall (1960–2002)

Table 1.3 Dry and wet
return periods for the upper
Blue Nile River basin annual
rainfall

Return period (years) Annual rainfall (mm)

100 1,132
50 1,166
25 1,204
10 1,263
5 1,318
2 1,423
5 1,528
10 1,583
25 1,642
50 1,714
100 1,745

as a sum of spatial monthly average rainfalls for the year. An arithmetic spatial mean
monthly rainfall is computed from all gauges with monthly rainfall record for each
month. The sum of the monthly spatial average rainfall produces the spatial average
rainfall for the year under consideration. Conway (2000) reported a mean annual
basin rainfall of 1,421 mm based on 11 gauges for the period 1900–1998. Annual
dry and wet return periods were computed from Normal probability cumulative den-
sity functions as shown in Table 1.3 for dry and wet return periods of 2, 5, 10, 25,
50 and 100-year. The 100-year drought annual basin rainfall is 1,132 mm while the
100-year wet annual rainfall is 1,745 mm. A basin wide anomaly of ± 300 mm of
rainfall would result in extreme drought or high stream flows.
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1.2.3.6 Spatial Variation of Rainfall Over the Upper Blue Nile River Basin

Spatial variation of rainfall over a basin is essential knowledge for water resources
planning and management at basin and sub-basin level. Mapping spatial distribution
of rainfall from data set observed at a limited number of sites provides the means
to infer estimates of point (local) and areal (regional) values from the map. Spatial
variation of annual rainfall over the upper Blue Nile River basin is high with a
coefficient of variation of 0.25. The highest annual average rainfall of 2,049 mm is
in the southern tip of the basin and the lowest average annual rainfall of 794 mm is in
the northeast. Rainfall amount varies generally from the southwest to the northeast,
decreasingly. Average rainfall over the basin is spatially mapped using 28 rain gauge
records eliminating 4 gauges which are very close to other gauges. Isohyetal map
was produced using the Kriging interpolation package in SURFER Version 8 with
linear variogram (Fig. 1.13). Since the Kriging method is a best linear unbiased
estimator, the spatial distribution of average annual rainfall over the basin is the best
reflection of spatial variation of annual rainfall for the given rain gauge network.
Variation associated with elevation was not evaluated in this study.

Fig. 1.13 Spatial variation of the Upper Blue Nile River basin average annual rainfall with rain
gauge locations (Abtew et al., 2009a)
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1.3 Upper Blue Nile River Basin Features

1.3.1 Topography and Agroclimatic Zones

The topography in the upper Blue Nile River basin is highly varied ranging from low
lands to mountain ranges. This variation coupled with rainfall variability leads to the
occurrence of different climatic zones within the basin. The relationship between
topography, rainfall and temperature in the basin is shown to be a factor that is used
to classify different agroclimatic zones. As the altitude increases rainfall increases
and temperature decreases. This variation is also one factor that dictates the suitabil-
ity of different areas for different agricultural practices, presence of certain plant
community and forest cover and also dominant soil types. Figure 1.14 shows the
digital elevation model (DEM) of the upper Blue Nile River basin from the ASTER
(Advanced Spaceborne Thermal Emission and Reflection radiometer) Global DEM
dataset (NASA, 2009). The elevation grid has a 30-m horizontal resolution and
shows a large variability of topography in the basin. The altitude ranges from 590
m above sea level to more than 4,000 m. In addition, the near equator latitude of
the basin contributes to the climatic variations in the basin. These factors determine
the occurrence of different local climates ranging from hot and desert-like along the
Sudan border, to temperate on the high plateaux, and cold on the mountain peaks.

The main rainy season in the basin is June to September during which south-west
winds bring rains from the Atlantic Ocean. About 70% of total rainfall occurs during
this season which is also typified by minimum levels of sunshine, low variation in
daily temperatures and high relative humidity. The dry season lasts from October
to January during which clear skies are associated with maximum sunshine, high
daily temperature variation, and low relative humidity. The short rainy season lasts
from February to May during which south-east winds bring the small rains from the

Fig. 1.14 A 30-m Digital
elevation model (DEM) of the
upper Blue Nile River basin
from ASTER data
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Indian Ocean and temperatures are at their highest. The timing and duration of these
seasons varies considerably by location.

Based on rainfall distribution and altitude, traditionally the basin is classified into
various agroclimatic zones. This classification can be different depending on differ-
ent reports. The basin is classified into 5 agroclimatic zones. Each agro-climatic
zone is described below (USDA-FAS, 2003).

1. Wurch (Cold highlands): Areas above 3,000 m where barley is the dominant crop
and light frost often forms at night.

2. Dega (Cool, humid, highlands): Areas from 2,500 to 3,000 m where barley and
wheat are the dominant crops.

3. Weina Dega (Temperate, cool sub-humid, highlands): Areas between 1,500 and
2,500 m where most of the population lives and all regional types of crops are
grown, especially teff.

4. Kolla (Warm, semi-arid lowlands): Areas below 1,500 m where sorghum and
corn are grown, with teff grown in the better areas. The kolla is warm year round
and temperatures range from 27 to 50◦C.

According to Azene et al. (1993), the basin is also classified into six agroecological
zones based on rainfall and altitude classes as shown in Table 1.4. Figure 1.15 shows
the traditional classification of the agroecological zones of the basin.

According to De Pauw and Bruggeman (1988), agro-ecological zones are natu-
ral physical regions which are sufficiently large to be mapped at very small scales
and which are sufficiently uniform in climate, physiography and soil patterns for
generalised descriptions and evaluation of the agricultural potential and constraints
to be meaningful at a national planning level.

De Pauw and Bruggeman (1988) identified 140 agro-ecological zones in the
basin, grouped into 15 agroecological regions based on thermal zone, growing

Table 1.4 Agroclimatic zones of Ethiopia

Annual rainfall

Altitude (m) <900 mm 900–1,400 mm >1,400 mm

>3,700 High wurch
(afro-alpine)

3,200–3,700 Moist wurch
(sub-alpine)

Wet wurch
(sub-alpine)

2,300–3,200 Moist dega (afro-montane
forest-woodland)

Wet dega
(Afro-montane
forest-bamboo)

1,500–2,300 Dry weyna dega
(savannah)

Moist weyna dega Wet weyna dega

500–1,500 Dry kolla Moist kolla Wet kolla
<500 Bereha

After Azene et al. (1993).
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Fig. 1.15 Agroecological
zones within the upper Blue
Nile River basin

period (cropping period determined from length of growing period and management
characteristics), physiography, and soils.

1.3.2 Soils

The soils of the upper Blue Nile River basin can be divided into four or five broad
groups for agro-ecological purposes.

(a) The shallow soils, with limited or zero agricultural potential are generally
grouped as Leptosols and Regosols and are commonly associated with steep
slopes. These cover large areas of the basin, and their depth is determining in
recognition of the associated agro-ecological units.

(b) The moderately deep soils, classed as Cambisols and some Luvisols include
most of the lighter textured soils of the basin and they are therefore suitable for
cultivation. However, the limited depth demands careful management to avoid
erosion leading to further depth constraints.

(c) The heavy textured vertisols are deep soils with poor drainage and properties of
swelling and cracking. Under careful management, and assuming that drainage
is not too problematic, they can be highly productive. Due to the clayey texture,
they are difficult to manage with traditional agricultural management and even
pose problems for mechanised production.

(d) The deeply leached red soils including Alisols, Acrisols and Nitisols have
low pH, deficiencies in phosphorus and other nutrients, and a potential for
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Table 1.5 Morphological characteristics for the major soils of upper Blue Nile River basin

Soil group Depth Colour Texture Drainage

Acrisols Deep to very
deep

Very dark
greyish brown

Clay Well

Alisols Deep to very
deep

Reddish brown Clay/clay
loam/silty clay

Well

Arenosols Shallow to
moderately
deep

Dark yellowish
brown

Loamy sand Well to excessive

Cambisols Moderately deep Brown/dark
brown

Silty clay Well

Fluvisols Deep to very
deep

Variable Clay/silty clay Well

Leptosols Shallow to very
shallow

Brown to
yellowish
brown

Loam/clay
loam/clay

Well

Luvisols Deep to very
deep

Brown/reddish
brown

Clay/silty clay Well

Nitisols Deep to very
deep

Reddish brown Clay/clay
loam/silty clay
loam

Well

Phaeozems Deep Dark grey Clay loam/clay Moderately well
to poor

Regosols Shallow to
moderately
deep

Brown Clay/silt/loamy
sand/loam/silty
clay/sandy
loam

Well

Source: FAO, 2002

aluminium toxicity. Most of their fertility tends to be tied up in the upper soil
layers; loss of these layers due to erosion leave the subsoils of low fertility.

(e) Luvisols are generally deep soils with a horizon of clay accumulation. They are
not so deeply leached of their nutrients as the red soils, and generally have a bet-
ter distribution of nutrients through the soil. Conversely, the clay accumulation
layers can lead to some drainage restrictions. Table 1.5 shows the morphological
characteristics of the major soil types in the upper Blue Nile River basin.

1.3.3 Land Cover/Use

The upper Blue Nile River basin has a varied land use/land cover including agricul-
ture, grassland, forest, barrenland and water. Due to the variation in the topography,
rainfall distribution and landscape, the basin has a mosaic of land cover. According
to the 2004–2006 land cover maps from Globcover (Globcover, 2008) based on the
Medium Resolution Imaging Spectrometer (MERIS) sensor aboard the Meteosat,
the basin has a varied land cover including 37.2% (agriculture), 30.3% (grassland



22 A.M. Melesse et al.

Fig. 1.16 Land cover map of the upper Blue Nile River basin (2004–2006) based on the MERIS
sensor (300-m)

and brushland) and 1.96% (water). Figure 1.16 shows land cover map of the upper
Blue Nile River basin from the MERIS sensor.

The Globcover initiative produces a global land cover map for year 2005/2006
using remotely sensed data from MERIS with a spatial resolution of 300-m data
acquired between mid 2005 and mid 2006. MERIS is a sensor aboard Envisat-
1 satellite which was launched in March 2002 with a standard 15 band setting
acquiring images in the VIS and NIR part of the electromagnetic spectrum. Data
are acquired at 300 m (full resolution) and 1,200 m (reduced resolution) spatial
resolution over land, thus vegetation can be monitored at regional to global scales
(Verstraete et al., 1999).

1.4 Blue Nile River Basin Hydrology and Climate
Teleconnections

1.4.1 Climatic Teleconnections

Variation in the weather in the short term and climate in the long term has
been a mystery for man kind for a long time and many cultures attribute the
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phenomena to super natural forces. In the last century, significant progress has
been made in understanding the ocean, the atmosphere and land processes, inter-
relationships and regional teleconnections. Modeling of these complex systems and
prediction of weather and climate has achieved significant progress with a lot more
work left for more understanding of the various processes and reduction of uncer-
tainties in weather forecasting and climatic predictions for practical applications.
Weather is defined as the state of the atmosphere or meteorological conditions as
temperature, humidity, atmospheric pressure, wind speed and precipitation. Weather
forecasts are made up to 10 days into the future with forecasting error increasing for
longer periods. Climate is the weather averaged over longer temporal and spatial
domain for months to years to centuries (Garbrecht and Piechota, 2006).

Prediction of hydrometeorology using global climate indices or other methods
has become a necessity for water resources management in a future where water
supply per capita declines and the impact of variability of the resource increase.
Prediction of temporal and spatial variation of precipitation and runoff is necessary
for water resource management and planning to mitigate impacts of droughts and
floods.

Analysis of climate variation is based on directly measured hydrometeorology
data such as rainfall, stream flow, stream water level, groundwater level, and air and
water temperature. Significant climatologic variation can be derived from historical
events of droughts and floods. Ice cores and tree rings analysis have been used to
derive long-term climatic data. Sea surface temperature variation and pressure gra-
dient records have been correlated to regional weather and climatic variations. One
of the earliest works done on global climatic relationships is by Walker and Bliss
in the early 1930s (Walker and Bliss, 1930). They studied world weather and devel-
oped statistical correlation equations to predict a weather parameter at a part of the
world using different weather parameters from other parts of the globe as variables.
In one case, they related Honolulu and Port Darwin atmospheric pressure, the Nile
flood and Indian monsoon to air temperature in western Canada. Sun spot number
was one of the variables in their studies.

Wind patterns over the globe and moisture distribution patterns are controlled by
the interaction of the atmosphere, ocean and land caused by differentials in tem-
perature and pressure. Regional climatic variations have been explained by cyclic
temperature and pressure anomalies of the oceans. One of the well known systems is
the El Niño Southern Oscillation (ENSO) which is a measure of sea surface temper-
ature (SST) anomalies in tropical Pacific. ENSO has teleconnections to the variation
of the hydro-climatology of many parts of the world. The Atlantic Multidecadal
Oscillation (AMO) is a long-term pattern of SST anomalies in the northern Atlantic
between the equator and Greenland with decadal oscillation between warm and cool
phase. The AMO cycle between warm phase and cool phase is shown to explain
10% of the Mississippi River outflow and 40% of Lake Okeechobee inflow in the
United States. ENSO, AMO and Pacific Decadal Oscillation have been linked to the
climate of South Florida (Enfield et al., 2001; Zhang and Trimble, 1996). Not only
atmospheric, oceanic and land processes affect the climate, but also solar activity
has a link to climate variation (Trimble et al., 1997; Soon et al., 2000).
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Relevant to the study region, Seleshi and Zanke (2004), in their analysis of recent
changes of rainfall in Ethiopia, concluded that Ethiopian highlands June-September
rainfall is positively correlated to the Southern Oscillation Index and negatively cor-
related to the equatorial eastern pacific sea surface temperature. The variables for
linear regression equations developed to forecast Ethiopian summer rains included
SST anomalies of the western Indian Ocean, the tropical eastern Indian Ocean, and
Niño3.4 SST anomalies for the preceding March, April and May rainfall (Gissila
et al., 2004).

1.4.2 Climatic Indices

1.4.2.1 El Niño-Southern Oscillation (ENSO) Indices

El Niño is an ocean-atmosphere phenomenon where the cooler eastern pacific
warms up once every 2–7 years. The increase in eastern pacific SST is
attributed to the weakening of the easterly trade winds which results in warm
water from the western pacific moving to the east. An average of +0.4oC
deviation from average SST for three or more consecutive months indicates
El Niño event. An average of –0.04◦C indicate La Niña conditions. Based
on cumulative SST anomalies in Niño 3.4 region (5◦N–5◦S, 120–170◦W), El
Niño and La Niña years shown in Table 1.6 mostly correspond to periods
presented in Trenberth (1997) and ENSO classifications on the web (http://
iri.columbia.edu/climate/ENSO/background/pastevent.html, http://ggweather.com/
enso/years.htm, http://www.atmos.washington.edu/~mantua/TABLES2.html).

The weather impact of El Niño varies with the strength of ENSO. In South
Florida there is strong correlation between dry season rainfall (November–May)
and ENSO events. Rainfall is significantly higher during El Niño and drier dur-
ing La Niña events. Climatic prediction based on this correlation has become
part of water management decision (Obeysekera et al., 2007; Abtew and Trimble
2009). Thomas (2007) developed regression equations forecasting Colorado River

Table 1.6 El Niño and La Niña years (1871–2008)

El Niño years La Niña years

1877 1914 1934 1966 1990 1871 1892 1921 1957 1985
1878 1915 1936 1967 1991 1872 1893 1922 1958 1988
1884 1919 1940 1969 1992 1873 1894 1924 1962 1989
1885 1920 1941 1972 1993 1874 1898 1938 1964 1996
1888 1925 1942 1977 1994 1875 1907 1945 1970 1999
1896 1926 1943 1979 1997 1876 1908 1949 1971 2000
1899 1929 1951 1980 2002 1882 1909 1950 1973 2001
1900 1930 1953 1982 2003 1886 1910 1954 1974 2007
1902 1931 1963 1983 2004 1887 1916 1955 1975 2008
1905 1933 1965 1987 2006 1890 1917 1956 1984
1912

http://iri.columbia.edu/climate/ENSO/background/pastevent.html
http://iri.columbia.edu/climate/ENSO/background/pastevent.html
http://ggweather.com/enso/years.htm
http://ggweather.com/enso/years.htm
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Fig. 1.17 Cumulative annual sea surface temperature (Niño 3.4) Index (1871–2008)

stream flow using climatic indices as variables for application in water resource
management.

Monthly climatic index as ENSO do not amplify the seasonal strength of the
event. Cumulative index clearly indicate the comparative strength of a climatic phe-
nomenon such as SST (Abtew et al., 2009b, 2008). In this study, cumulative climatic
index is used for analysis of relationship of annual rainfall and stream flow and cli-
matic indices. Based on historical records of ENSO events, a cumulative SST index
of ≥ 5 indicates strong El Niño and a cumulative SST index of ≤ –5 indicates strong
La Niña. SST cumulative annual index is shown in Fig. 1.17 for Niño 3.4.

Southern Oscillation (SO) is the variation in air pressure between the western
and eastern tropical pacific. The SO index (SOI) is a measure of air pressure dif-
ference between Tahiti in the east and Darwin, Australia to the west as compared
to historical average of the differences. Negative differences indicate El Niño con-
ditions as lower pressure in the eastern Pacific is associated to warmer water and
weakened easterly trade winds. Positive SOI correspond to negative SST index and
La Niña. The ENSO event strength indicators are cumulative values of 7 and –7
for La Niña and El Niño, respectively (Abtew et al., 2009b). Figure 1.18 depicts
cumulative annual SOI.

1.4.2.2 Sunspot Numbers

Sun spots are dark spots on the surface of the sun. Observation and recording of
sunspot numbers has been maintained since the seventeenth century. Solar sunspot
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Fig. 1.18 Cumulative annual southern oscillation index (1866–2006)

activity is measured by the number of sunspots and by the magnitude of geomag-
netic activity. Solar sunspot activity has an average cycle of 11 years with reversal
in the sun’s magnetic field between cycles. Trimble et al. (1997) have shown that the
runoff inflows into Lake Okeechobee of South Florida are associated to solar activity
as estimated by the number of sunspots and geomagnetic activity. Other researchers
have also shown evidence in the connection between solar activity and the earth’s
climate (Friis-Christensen and Lassen, 1991). In a study of decadal periodicities
of the Nile River historical discharge (A.D. 622–1,470), it was suggested that both
ENSO and solar periods were related factors (Putter et al., 1998). A study of the
influence of decadal solar oscillation on July and August rainfall in the tropics for
the period 1979–2002 reported that precipitation maxima are intensified during solar
maxima than solar minima (Loon et al., 2004). A study based on diatom series, sug-
gest that Lake Victoria lake level peaked during every peak of the 11-year sunspot
cycle since the late nineteenth century (Stager et al., 2005).

1.4.3 Upper Blue Nile River Basin Rainfall and ENSO Relations

The upper Blue Nile River basin is relatively wet with annual mean rainfall of
1,423 mm (1960–2002) with standard deviation of 125 mm (Fig. 1.12). The rainfall
statistics is based on 36 rainfall stations with varying length of record (Abtew et al.,
2009b). Out of the eight strongest El Niño years (1987, 1997, 1982, 1972, 1992,
1965, 1991 and 2002) all produced below average annual rainfall except 1992. All
of the seven strongest La Niña years (1999, 1975, 1988, 1974, 1971, 2000 and 1989)
produced above average rainfall. Conway (2000) reported that dry years show a
degree of association with low values of SOI (El Niño). Eldaw et al. (2003) reported
that the July to October flows of the Nile are correlated to the Pacific SST and
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Guinea rainfall. Other studies that relate El Nino events to Ethiopian droughts are
reviewed in Gissila et al. (2004). Jury and Enfield (2002) have shown that African
rainfall variation is related to El Niño-Southern Oscillation Indices (ENSO).

A scatter plot of cumulative annual ENSO index and annual upper Blue Nile
River basin rainfall deviations shows that wet years are more likely to occur in
La Niña years and dry years occur during El Niño years (Abtew et al., 2009b). In
27 years out of 42 years of record, below average rainfall corresponded with El
Niño years and above average rainfall occurred during La Niña years. A test of
significance of a binomial proportion was applied to show that the events are not
random (Snedecor and Cochran, 1980). With an assumed probability of 0.5 that
correspondence of ENSO events to rainfall deviations in a year is a random event
as the null hypothesis, Chi square (χ2) test of goodness of fit was performed. The
following equation expresses the test.

χ2 =
∑

(f − F)2

F
= (r − np)2

np
+ (r − np)2

nq
(1.8)

Where n is the number of years of analysis (42); f is observed number of years
where annual rainfall deficit corresponds to ENSO event (r = 27); n-r is the num-
ber of years where rainfall deficit does not correspond to ENSO event (n-r = 15);
F is expected frequency of random correspondence assuming a probability of 0.5
(np = 21); F is also expected number of years rainfall deficit not corresponding
with any ENSO events (nq = 21). The computation results in χ2 = 3.41. Compared
to the expected (χ2 Table) value at 1◦ of freedom, the null hypothesis that the
rainfall deficit has 50/50 chance to correspond to any ENSO event is rejected at
0.10 significant test level. Table 1.7 depicts the summary of the correspondence
analysis.

Anecdotal records of Ethiopian droughts correspond to ENSO events. The great
Ethiopian famine of 1888–1892 (Pankhurst, 1966) corresponds to one of the strong
El Niño years, 1888. In recent years, 1965, 1972–1973, 1983–1984, 1987–1988 and
1997 were drought years with low agricultural production and impacts on millions
of people and the environment (Seleshi and Zanke, 2004). Years 1965, 1972, 1983,
1987 and 1997 correspond to strong El Niño years. Analysis of the Nile flows at
Aswan from 1872 to 1972 showed correspondence of high flows with negative SST
and low flows with positive SST anomalies for the months of September, October
and November (Eltahir, 1996).

Table 1.7 Relationship of cumulative annual ENSO indices and upper Blue Nile River basin
annual rainfall and flows

ENSO

Events Correspondence Non-correspondence
Significant
test level

Annual rainfall (42 years) 27 15 0.1
Annual flow (44 years) 28 16 0.1
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1.4.4 Upper Blue Nile River Flow at Bahr Dar and ENSO
Relations

Flow data with some missing data and few questionable data was available for the
Blue Nile River flow at Bahr Dar for the period 1961–2003. Questionable data and
missing data were estimated by interpolation and filling with flows of similar pattern
months in other years. An example of questionable data is data where the mean is
less than the minimum. The annual flow ranged from a maximum of 6,489 million
m3 to a minimum of 975 million m3. The mean annual flow is 3,850 million m3

and the standard deviation is 1,353 million m3. Figure 1.19 depicts annual flow
(1960–2002), mean annual flow, and ± 1 standard deviation (1353 million m3) of
the Blue Nile River flow at Bahir Dar. Seventy one percent of the flows are from July
through November while 70% of the rainfall at Bahir Dar occurs between June and
September. Seventy three percent of the Blue Nile River basin areal average rainfall
occurs between May and September. Comparison of annual flow deviations with
cumulative Nino 3.4 sea surface temperature index shows that wet years are likely
to occur during La Niña years and dry years are likely to occur during El Niño years
(Abtew et al., 2009). Seven of the nine highest annual flow years occurred during La
Niña years (1964, 1999, 1988, 2000, 2001, 1975 and 1962). Also, nine of the driest
10 years occurred during El Niño years (1994, 1983, 1972, 1982, 1987, 1990, 2003,
1980, 1979, 1995 and 1972).

The Chi square value based on equation 8 with n, r, F values of 43, 29, 21.5 is
5.25. This test is significant at 5% level indicating that below average flows cor-
respond to El Niño years and above average flows correspond to La Niña years.

Fig. 1.19 Blue Nile River annual flows at Bahir Dar
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Fig. 1.20 Relationship of month moving average ENSO (SST) index and Blue Nile River at Bahir
Dar monthly flow

Figure 1.20 shows comparison of monthly flows of the Blue Nile River at Bahir Dar
with 3 months moving average ENSO (SST). El Niño events occur when sea surface
temperature deviation is greater or equal to +0.50◦C and La Niña events occur when
sea surface temperature deviation is less than or equal to –0.50◦C for this analysis.
Average flows during La Niña years are 25% higher than flows during El Niño and
neutral years.

In this analysis, monthly average sunspot numbers were summed to annual
sunspot numbers. Relationship of the Blue Nile River flow to solar sunspots
was evaluated by comparing annual flows to annual cumulative sunspot numbers
(Fig. 1.21). The peak flows generally correspond to solar maxima in a solar cycle.
The relationship warrants further evaluation of the relationship, with longer period
data sets.

1.5 Lake Tana

1.5.1 Lake Tana Stage Variation

Lake Tana is located in the northwestern part of Ethiopia with a surface area of
3,156 km2, accounting 20% of the 15,096 km2 drainage area of the Lake Tana basin.
The lake is a natural type which covers 3,000–3,600 km2 area at an elevation of
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Fig. 1.21 Relationship of Blue Nile River flow and sunspot numbers

1,800 m and with a maximum depth of 15 m. It is approximately 84 km long, 66 km
wide. It is the largest lake in Ethiopia and the third largest in the Nile River basin.
It is the main source of the Blue Nile River that is the only surface outflow for the
Lake.

The lake receives perennial flow from four major rivers: Gilgel Abay, Rib,
Gumera, and Megech contributing 93% of the inflow, and at the outlet starts the
Blue Nile River. The mean annual rainfall of the catchment area is about 1,280 mm.
The annual mean actual evapotranspiration and water yield of the catchment area is
estimated to be 773 and 392 mm, respectively (Setegn et al., 2009). Records show
that Lake Tana had a historical variation in its level believed to stem from hydro-
logic alterations within its basin due to reduction in dry season flows attributed to
human and climate-induced changes.

Stage monitored data and satellite data from TOPEX/POSEIDON and Jason-1
Altimetry (NOAA, 2008) has also shown good correspondence indicating radar
altimetry’s application in large lake stage monitoring (Fig. 1.22). Figure 1.22 shows
the deviation of the monitored Lake Tana stage from the 10-year average monthly
lake stage as monitored from TOPEX/POSEIDON and Jason-1 Altimetry. Lake
Tana has shown historical variation in its stage responding to the rainfall signal
and river inflows to the lake. The lake receives large volumes of water during the
wet season in June, July and August. Figure 1.23 shows Lake Tana stage measured
by radar altimetry. The stage has shown seasonality and also inter-annual variabil-
ity responding to rainfall variation (Fig. 1.23). The lake has also shown a decline
in its stage in 2001 responding to an intake of more water for hydroelectric power
generation.
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Fig. 1.22 Measured and a 10-year mean radar altimetry lake stage variation

Fig. 1.23 Radar altimetry based stage of Lake Tana

1.6 Blue Nile River and Tributaries Flow Patterns

1.6.1 High and Low Flow Analysis

In order to understand the behavior of the extreme flows and their recurrence
interval, monthly high and low flow records from the Ethiopian Ministry of
Water Resources were acquired and analyzed for selected representative stations
(Fig. 1.24). The data has some gaps and also different length of records. The recur-
rence interval (in months) for the high and low flows based on the recorded data
for selected rivers in the upper Blue Nile River basin is shown in Figs. 1.25, 1.26,
1.27 and 1.28. It is shown that, based on the flow size and river, different lengths
of recurrence intervals are found. Blue Nile River (Abbay) at Kessie has large flows
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Fig. 1.24 River flow monitoring stations of the upper Blue Nile River basin

Fig. 1.25 Monthly high and
low flow recurrence interval
for Blue Nile River flow at
Kessie (a) high flow and
(b) low flow. Flow is in
logarithmic scale
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Fig. 1.26 Monthly high and
low flow recurrence interval
for Anger River flow at Guti
(a) high flow and (b) low
flow. Flow is in logarithmic
scale

compared to the other three rivers and corresponding high flow of 9,910 m3/s with
the recurrence interval of 10.8 years, 380 m3/s for Gilgel Beles, 180 m3/s for Anger
at Guti and 130 m3/s for Megech (Melesse et al., 2009). Low flow analysis for the
monthly records at the four rivers also showed a varied low flow for a recurrence

Fig. 1.27 Monthly high and
low flow recurrence interval
for Gigel Beles River flow
(a) high flow and (b) low
flow. Flow is in logarithmic
scale
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Fig. 1.28 Monthly high and
low flow recurrence interval
for Megech River flow
(a) high flow and (b) low
flow. Flow is in logarithmic
scale

interval of 10–11 years as 129.5 m3/s for Blue Nile River (Abbay) at Kessie, 0.006
m3/s for Gilgel Beles, 0.5 m3/s for Anger at Guti and 0.015 m3/s for Megech.

1.7 Summary

With an annual average rainfall of 1,423 mm and standard deviation of 125 mm,
the upper Blue Nile River basin is relatively wet. The rainfall statistics is based on
32 rainfall stations with varying length of record from 1960 to 2002. This mean
rainfall is similar to a mean annual rainfall study for a longer period (1900–1998).
The wet season months are June, July, August and September and the dry season
months are January, February, March, April, November and December. May is the
transition month from the dry season to the wet season and October is the transition
month from the wet season to the dry season. January has the lowest and July has the
highest monthly rainfall. Monthly rainfall probability distribution varies from month
to month fitting Gamma-2, Normal, Weibull and Lognormal distributions. January,
July, October and November basin average rainfall fit the Gamma-2 probability dis-
tribution. February, June and December fit Weibull distribution. March, April, May
and August fit Normal distribution. September fits Log-Normal distribution. The
annual basin rainfall has a Normal probability distribution. The year-to-year (tempo-
ral) basin rainfall variation is relatively small with a coefficient of temporal variation
of 0.09 while the spatial variation is high with coefficient of spatial variation of 0.25.
The 100-year drought basin annual rainfall is 1,132 mm and the 100-year wet basin



1 Hydrological Variability and Climate of the Upper Blue Nile River Basin 35

annual rainfall is 1,745 mm. The dry season is from November through April. The
wet season runs from June through September with 74% of the annual rainfall and
with low variation and skewness. October and May are transition months. Monthly
and annual rainfalls for return periods 2, 5, 10, 25, 50 and 100-year dry and wet pat-
terns are presented. Spatial distribution of annual rainfall over the basin is mapped
and shows high variation with the southern tip receiving as high as 2,049 mm and
the northeastern tip as low as 794 mm annual average rainfall.

Climatic teleconnections to the Blue Nile River hydrology was evaluated using
basin average rainfall and Blue Nile River flows at Bahir Dar. The El Niño Southern
Oscillation index (ENSO) relationship using sea surface temperature anomalies in
region Niño 3.4 and variation in air pressure between the western and eastern trop-
ical pacific was used for analysis. The analysis indicates that the upper Blue Nile
River basin rainfall and flows are connected to the ENSO index. High rainfall and
high flows are likely to occur during La Niña years and dry years are likely to occur
during El Niño years. Extreme dry years are highly likely to occur during El Niño
years and extreme wet years are highly likely to occur during La Niña years. The
prediction of El Niño and La Niña relatively has higher certainty than predicting
basin rainfall and runoff. Identifying teleconnections to a region’s hydrology has
practical applications for water resources management. There are indications that
the hydrology of the Blue Nile River basin may correspond to sunspot numbers
with wet conditions occurring during solar maxima and dry conditions prevailing
during solar minima.

Analysis of low and high recorded monthly flows for selected stations in the
basin resulted in different return periods based on river size and flows. For the return
period of 10–11 years, the high flows for the selected stations varied from 130 m3/s
for Megech to 9,910 m3/s for Blue Nile River (Abbay) at Kessie. Similarly, the low
flows for the same return period were 0.006 m3/s for Gilgel Beles to 129.5 m3/s for
Blue Nile River (Abbay) at Kessie.
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Chapter 2
Hydro-Meteorology and Water Budget
of the Mara River Basin Under Land Use
Change Scenarios

Liya M. Mango, Assefa M. Melesse, Michael E. McClain, Daniel Gann,
and Shimelis G. Setegn

Abstract Mara is a transboundary river located in Kenya and Tanzania and consid-
ered to be an important life line to the inhabitants of the Mara-Serengeti ecosystem.
It is also a source of water for domestic water supply, irrigation, livestock and
wildlife. The alarming increase of water demand as well as the decline in the river
flow in recent years has been a major challenge for water resource managers and
stakeholders. This has necessitated the knowledge of the available water resources
in the basin at different times of the year. Historical rainfall, minimum and max-
imum stream flows were analyzed. Inter and intra-annual variability of trends in
streamflow are discussed. Landsat imagery was utilized in order to analyze the land
use land cover in the upper Mara River basin. The semi-distributed hydrological
model, Soil and Water Assessment Tool (SWAT) was used to model the basin water
balance and understand the hydrologic effect of the recent land use changes from
forest-to-agriculture. The results of this study provided the potential hydrological
impacts of three land use change scenarios in the upper Mara River basin. It also
adds to the existing literature and knowledge base with a view of promoting better
land use management practices in the basin.

Keywords Mara River · Hydro-meteorology · SWAT · Land use change · Water
budget

2.1 Introduction

The 395-km long Mara River is transboundary and drains an area of about 13,
750 km2 across the Kenya-Tanzania border (Mati et al., 2005). Widespread human
activities such as cultivation and deforestation of the Mau catchment in the high-
lands have led to erratic flow in the Mara River in both the dry and wet seasons.
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This is a major problem given the high demand for water by the different sec-
tors in the Mara River basin where Mara is the only perennial river. Downstream
of the Mara River are human settlements, agricultural areas, protected areas that
support immense wildlife populations and wetlands that are dependent on the avail-
ability of water in adequate quality and quantity. Activities such as deforestation,
irrigation and the construction of weirs on the Amala River, which is a tributary of
the Mara, contribute to the reduction of Mara River flow during severe droughts.
This reduction negatively impacts wildlife-water interactions and consequently, the
ecosystems (Gereta and Wolanski, 1998; Gereta et al., 2002). Serneels et al. (2001)
noted that climatic, anthropogenic and other factors shape the vegetation, ecology
and biodiversity of an ecosystem. According to Mutie et al. (2006), modification of
natural land cover and soil conditions have brought about changes in the river flow
regime such as high peak flows, reduced base flows, enlarged river channels and silt
deposition downstream. Reliable data is needed to develop policies and comprehen-
sive management principles for sustainable resource utilization (Mati et al., 2005).
Therefore, determining the water balance of the main tributaries of the Mara River
basin (Amala and Nyangores Rivers) is considered to be an important step in ana-
lyzing the different hydrological resources that is believed to be used by different
sectors.

The main objectives of the study reported in this chapter are to (1) understand
the hydro-meteorological variability within the Mara River basin, (2) evaluate the
performance of the Soil and Water Assessment Tool (SWAT) model in the hydro-
logical analysis of the Amala sub-basin utilizing two different sources of rainfall
data and (3) quantify the water balance of the upper Mara basin under different
land use change scenarios. To achieve these objectives, the physically based, semi-
distributed SWAT model was calibrated and applied for prediction of streamflow
and other hydrological parameters in the basin.

The modeling, land use change and hydrological response results presented in
this chapter are those of the Amala watershed. Amala has experienced high level of
forest-to-agriculture conversion in recent years and has been the focus of the study
due to the hydrologic alterations and impacts it has exhibited. The Amala watershed
had a short dataset and this as in any other hydrological study was a constraint in
terms of calibration and validation of the model.

2.2 Study Area

The transboundary Mara River basin is shared between Kenya and Tanzania and is
located between longitudes 33.88372◦ and 35.907682◦ West, latitudes –0.331573◦
and –1.975056◦ South (Fig. 2.1). It covers about 13,750 km2 (Mati et al., 2005) and
is characterized by different types of land use/cover as a result of different human
activities carried out by the stakeholders in various parts of the basin. The land uses
include; settlements and villages, subsistence and large scale agriculture, forestry,
livestock, fisheries, tourism, conservation areas, mining and other industries. The
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Fig. 2.1 Mara River basin, Kenya/Tanzania

Mara River flows 395 km from its source in the high altitude of Mau Forest in Kenya
across different landscapes and finally drains into Lake Victoria at Musoma Bay in
Tanzania. Mara is formed by the convergence of its two main perennial tributaries,
the Amala and Nyangores Rivers that flow from the Enapuiyapui swamp in the
Mau Escarpment. Other tributaries include the Talek River, the Engare Engito and
the Sand River which is the last main tributary on the Kenyan side of the basin
joining the Mara River in the Serengeti plains on the Kenya-Tanzania border. On
the Tanzanian side of the basin, the main tributary is the Bologonja River, the Mara
River then flows through the Mosirori Swamp, into the Mara Bay, Lake Victoria at
Musoma.

2.3 Hydrological Modeling and Water Balance

Physically-based models are most suited for studying catchment change scenarios.
Prediction of discharge from catchments and monitoring of pollutant and sediment
dispersal are well suited for physical models (Abbot and Refsgaard, 1996). There are
different physically based hydrological models designed and applied to simulate the
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rainfall runoff relationship under different temporal and spatial dimensions. In this
study, the physically based, semi-distributed SWAT model was used. This model
is one of the watershed models that play a major role in analyzing the impact of
land management practices on water, sediment, and agricultural chemical yields in
large complex watersheds. It simulates impacts over a long time and requires inputs
of weather, soil properties, topography, vegetation and land management practices
in the watershed. It is also computationally efficient and can be used to simulate
processes over very large areas like the Mara River basin without excessive data
and investment of time and resources (Neitsch et al., 2005).

The Mara River basin is a gauged river basin with four gauging stations but there
is a substantial amount of data missing in the stations. Moreover, in the process of
simulation, gauging station data is required at the outlets of the sub-basins or sub-
watersheds in simulations in order to calibrate the model by fitting the simulated or
predicted values to the observed or measured values.

Setegn et al. (2009a, b) applied the SWAT model to Lake Tana basin, Ethiopia
to model the hydrological processes aiming at testing the performance and feasi-
bility of the model in streamflow and sediment yield prediction in the basin. The
SWAT model produced good simulation results for daily and monthly time steps.
Jayakrishnan et al. (2005) used SWAT to model the hydrology of Sondu River basin
in Western Kenya. This study demonstrated that the application of detailed hydro-
logic models, developed and studied widely in the United States, to African river
basins is possible given proper and adequate input data collection to improve model
parameter calibration and simulation results.

2.3.1 Description of SWAT Model

SWAT is a hydrological model that can be applied at the river basin, or watershed
scale. It was developed by the United States Department of Agriculture (USDA)
Agricultural research Service (ARS) for the purpose of simulation of impact of land
management practices on water, sediment and agrochemical yields in large water-
sheds with varying soils, land use and agricultural conditions over extended time
periods (Neitsch et al., 2005). It is used to simulate processes affecting water quan-
tity, sediment and nutrient loads in a catchment (Abbaspour et al., 2007). Arnold
et al. (1998) defines SWAT as a semi-distributed, time continuous simulator oper-
ating on a daily time step. It is developed for assessment of the impact of land
management and climate on water supplies, sediment, and agricultural chemical
yields in sub-basins and larger basins.

It allows simulation with a high level of spatial detail by dividing the water-
shed into a large number of sub-watersheds which are characterized by one or more
hydrological response units (HRUs). Each HRU corresponds to a particular combi-
nation of soil and land use within the sub-basin. Only soil types and land use classes
exceeding the user-defined threshold area are considered to set the overlay combi-
nation. The program is provided with an interface in ArcView GIS (Di Luzio et al.,
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2002) for the definition of watershed hydrologic features and storage, as well as the
organization and manipulation of the related spatial and tabular data.

2.3.1.1 Hydrological Component of SWAT

The simulation of the hydrology of a watershed is done in two separate phases.
One is the land phase of the hydrological cycle that controls the amount of water,
sediment, nutrient and pesticide loadings to the main channel in each sub-basin.
Hydrological components simulated in land phase of the hydrological cycle are
canopy storage, infiltration, redistribution, evapotranspiration, lateral subsurface
flow, surface runoff, ponds, tributary channels and return flow. The second divi-
sion is routing phase of the hydrologic cycle that can be defined as the movement of
water, sediments, nutrients and organic chemicals through the channel network of
the watershed to the outlet. In the land phase of hydrological cycle, SWAT simulates
the hydrological cycle based on the water balance equation.

SWt = SW0 +
t∑

i=1

Rday − Qsurf − Ea − Wseep − Qqw (2.1)

Where; SWt is the final soil water content (mm), SWo is the initial soil water content
on day i (mm), t is the time (days), Rday is the amount of precipitation on day i
(mm), Qsurf is the amount of surface runoff on day i (mm), Ea is the amount of
evapotranspiration on day i (mm), Wseep is the amount of water entering the vadose
zone from the soil profile on day i (mm), and Qgw is the amount of return flow on
day i (mm).

More detailed descriptions of the different model components are shown in
(Arnold et al., 1998; Neitsch et al., 2005).

Surface runoff or overland flow generally occurs on a slope whenever the rate of
precipitation exceeds the rate of infiltration. SWAT uses two methods for estimating
the surface runoff: the SCS curve number method (USDA-SCS, 1972) and the Green
& Ampt infiltration method (Green and Ampt, 1911). The Green & Ampt infiltra-
tion method makes use of sub-daily precipitation and calculates the infiltration as a
function of the wetting front matric potential and effective hydraulic conductivity.
Using daily or sub-daily rainfall data, the SWAT model simulates surface runoff vol-
umes peak runoff rates for each HRU. In this study, the SCS curve number method
is used to estimate surface runoff because of the unavailability of sub-daily rainfall
data for Green & Ampt method.

SWAT calculates the peak runoff rate with a modified rational method. There
are many methods that are developed to estimate potential evapotranspiration
(PET). Three methods are incorporated into SWAT: the Penman-Monteith method
(Monteith, 1965), the Priestley-Taylor method (Priestley and Taylor, 1972) and the
Hargreaves method (Hargreaves and Samani, 1982). For this study, the Hargreaves
method was used due to lack of weather data such as wind speed, humidity and
sunshine hours.
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2.3.1.2 Routing Phase of the Hydrological Cycle

Once SWAT determines the loadings of water, sediment, nutrients and pesticides
to the main channel, the loadings are routed through the stream network of the
watershed. Routing in the channel is divided into four components: water, sedi-
ment, nutrients and organic chemicals. In flood routing, flow is routed through the
channel and possible losses are taken into consideration such as evaporation and
transmission through the channel bed. Another potential loss is the abstraction or
removal of water from the channel for human or agricultural use. Flow may be sup-
plemented by rain falling directly on the channel or addition of water from a point
source discharge. Flow through the channel is routed using a variable storage coef-
ficient method developed by Williams (1969) or the Muskingum routing method.

2.4 Materials and Methods

2.4.1 Land Use Data Classification

The SWAT model requires a spatially explicit land use map as an input in order to
simulate the hydrology of a watershed. Land use data was obtained by the classifi-
cation of satellite imagery from the Landsat 4/5 Thematic Mapper (TM) sensor that
is built for earth observation purposes. Both its spatial resolution of 30 m pixel and
7 band radiometric resolutions makes it suitable for land cover classification (Van
der Meer , 2000). Two images of Path 169, Row 61 and Path 169, Row 60 from the
5th of September 2008 were selected for the classification (Fig. 2.2).

Fig. 2.2 A 2008 Landsat TM
image of the Upper Mara
River basin
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The expert classifier was constructed using the Knowledge Engineer Tool in
Earth Resources Data Analysis Systems (ERDAS, 2009) which involved identifi-
cation of the hypotheses which are the classes identified in the study area; Cloud,
Bushland, Cropland, Grassland, Bare soil, Shadow, Water and Forest. The expert
system rules (variables) and conditions were specified based on remote sensing
multispectral reflectance characteristics and derivatives including the Kauth Thomas
Tasseled Cap transformation and texture bands. The recursive partitioning process
carried out beforehand resulting in the decision tree and production rules signifi-
cantly reduced the time and effort required to construct the expert classifier which
was then used to classify the image.

A land use/land cover classification scheme was formulated that would accu-
rately and adequately represent the land cover/land use within the Mara River basin.
This scheme however follows the basic principles of the USGS Land use/land cover
classification system (LULCCS) for use with remote sensor data level classification
(Anderson et al., 1976).

2.4.2 Model Input

To setup a hydrological SWAT model, basic data are required: topography, soil, land
use and climatic data.

2.4.2.1 Digital Elevation Model

The 90-m digital elevation model (DEM) of the study area obtained from the Shuttle
Radar Topography Mission (SRTM) was used (Fig. 2.3). The DEM gives the ele-
vation of a particular point at a particular spatial resolution and was used in the
delineation of the watershed and analysis of the land surface characteristics and
drainage patterns. Terrain preprocessing was performed with ArcSWAT in ArcMap
9.2 (ESRI, 2006) using the digital elevation model to delineate the catchments and
drainage line.

2.4.2.2 Soil Data

Soil data was obtained from the Soil Terrain Database of East Africa (SOTER)
(Fig. 2.4). Geographic Information System (GIS) layers were obtained and used in
the hydrological model as one of the main inputs to the SWAT model which requires
soil property data such as the texture, chemical composition, physical properties,
available moisture content, hydraulic conductivity, bulk density and organic carbon
content for the different layers of each soil type (Setegn et al., 2009a). A user table
specific for the Mara River basin soil layer was appended to the soil table in the
SWAT database since the soil types found in the study area are not included in the
US soils database. Table 2.1 shows the texture of the soils in the upper Mara River
basin.



46 L.M. Mango et al.

Fig. 2.3 Digital elevation model (DEM) of Mara River basin

2.4.2.3 Land Use

Land use data for the year 2008 was obtained from classified Landsat TM imagery
following the process described previously in this chapter. The land cover map was
then converted to a GIS layer and aggregated to make them easier to input into
the model for use in the hydrological modeling exercise. An existing land use data
set for the year 2002 were also used and this was obtained from the FAO-Africover
project (FAO, 2005). Figure 2.5 shows the 2008 land cover maps for the upper Mara.

Land use and management is an important factor affecting different pro-
cesses in the watershed such as surface runoff, erosion and evapotranspiration.
Reclassification of the land use map is done in order to present them in a form
that is acceptable in the model and this is the USGS Land use/Land cover classifica-
tion scheme for Use with Remote Sensor data level classification (Anderson et al.,
1976).
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Fig. 2.4 Soil classes for the Upper Mara River basin

Table 2.1 Texture of the soils in the Upper Mara River

Soil type code Clay (%) Silt (%) Sand (%)

KE200 31 29 40
KE196 42 42 16
KE386 41 29 30
KE45 9 67 24
KE93 15 70 15
KE194 22 50 28
KE187 38 35 27
KE183 30 26 44
KE190 10 28 62
KE192 20 48 32

2.4.2.4 Climate Data

Weather data used in the SWAT model consists of daily rainfall, temperature, wind
speed, humidity and evapotranspiration data. In this study, the weather variables
used were the daily precipitation values obtained from the Bomet Water Supply
Office Station located at Bomet Town and Kiptunga Forest Station located in
Elburgon District, and also minimum and maximum air temperature values for
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Fig. 2.5 Land use types for the Upper Mara River basin

the period of 1996–2003 obtained from the Kericho Hail Research and Narok
Meteorological weather stations. These data were obtained from the Ministry
of Water Resources of Kenya and the Lake Victoria South Water Resource
Management Authority in Kenya. The available weather data is of high impor-
tance as it determines what methods and equations the SWAT model uses in the
calculation of different climatic and hydrological parameters in the simulation.
Figures 2.6a, b show selected meteorological stations within the Mara River basin.

Another source of rainfall data for the hydrological modeling was obtained from
the Famine Early Warning System (FEWS) Rainfall Estimation (RFE) product. This
is a computer generated product that uses Meteosat infrared data at a horizontal
resolution of 10 km (Xie and Arkin, 1997). The gridded rainfall was converted
to point values based on preferences and generates artificial rain gauge stations.
Output is formatted to be compatible with input file format of ArcSWAT, in this
case daily time series data tables. This process resulted in the creation of 30 artifi-
cial rain gauges as the centroids of the 30 sub-watersheds making up the Amala and
Nyangores watersheds. The Amala watershed was assigned 15 RFE artificial rain
gauges (Fig. 2.6b) for use in the hydrological modeling process. The RFE data was
able to provide continuous and complete data ranging from the years 2002–2008
which were used in the model simulations.
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Fig. 2.6 Hydro-meteorological stations in the study area

2.4.2.5 River Discharge

Daily river discharge data was obtained for the Amala River from the gauging sta-
tion located at the outlet of the basin (Fig. 2.1). The discharge values for the Amala
were used for calibration and validation of the model. In the Amala watershed,
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observed discharge data spanned from the year 2000–2006 and for the rain gauge
model, 2 years were used for calibration and 2 years were used for validating the
model. For the RFE model, 3 years were used for the calibration and 2 years for vali-
dation of the model. The length of the simulations was determined by the availability
and length of time series data for discharge, air temperature and rainfall which are
key inputs in the model simulation.

To conduct the hydrological analysis of flow data across the basin, average, min-
imum and maximum recorded historical data were collected for the Mara Mines,
Nyangores and Amala stations. The location of these stations is shown in Fig. 2.1.

2.4.3 Model Setup

The model setup involved five steps: (1) data preparation, (2) sub-basin discretiza-
tion, (3) HRU definition, (4) parameter sensitivity analysis, (5) calibration and
uncertainty analysis.

The DEM was projected to the required projection parameter which is UTM
Zone 37 South. A mask was used to reduce the area for stream delineation and
analysis of terrain drainage patterns of the land surface. The streams were delineated
from the DEM. The land use/land cover layer was reclassified into the SWAT/USGS
land use code linked to a user table with the land use code. Since the SWAT database
includes only soils from the United States and not from the study area, the soil types
and their qualities from the study area had to be entered manually and thereafter the
soil layer was added and linked to its various soil types in the database via a lookup
table.

Watershed and sub-watershed delineation was carried out using the DEM and has
various steps including: DEM setup, stream definition, outlet and inlet definition,
watershed outlets selection and definition and calculation of sub-basin parameters.
For the stream definition, the threshold based stream definition option in the Graphic
User Interface was used to define the minimum size of the sub-basin. By choosing
a threshold area of 2,000 ha, much less than the default value of 15,000 ha, the
stream definition is more enhanced and much more likely to delineate all the existing
streams in the watershed of interest.

The sub-watersheds are then divided into units based on their unique combina-
tion of land use, soils and slope combinations and these units are known as HRUs
(hydrologic response units). The model was then run on a default simulation of
8 years from 1996 to 2003 for the rain gauge data and from 2002 to 2003 a period
of 2 years for the RFE data.

2.4.3.1 Sensitivity Analysis

Sensitivity analysis and calibration techniques are generally manual or automated,
and can be evaluated with a wide range of graphical and/or statistical procedures.
Uncertainty can be defined as the estimated amount by which an observed or calcu-
lated value may depart from the true value (Shirmohammadi et al., 2006). Parameter
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reduction is very important in distributed watershed models. All these parameters
are cumbersome to deal with therefore a sensitivity analysis is carried out in order
to determine which of these parameters are critical for an efficient calibration.

The parameter sensitivity analysis for the Amala watershed was carried out using
the ArcSWAT interface. The model uses the Latin Hypercube One factor At a
Time (LH-OAT) analysis method. The LH-OAT method combines the One-factor-
At-a-Time (OAT) design and Latin Hypercube (LH) sampling by taking the Latin
Hypercube samples as initial points for an OAT design.

2.4.3.2 Latin Hypercube One Factor At a Time (LH-OAT) Analysis

The LH-OAT method combines the One-factor-At-a-Time (OAT) design and Latin
Hypercube (LH) sampling by taking the Latin Hypercube samples as initial points
for an OAT design. The concept of Latin Hypercube simulation (McKay et al., 1979;
McKay, 1988) is based on the Monte Carlo simulation but uses a stratified sampling
instead of random sampling. It subdivides the distribution of each parameter into
n ranges, each with a probability of occurrence equal to 1/n. Random values of
the parameters are generated such that each range is sampled only once. Then, the
model is run n times with the random combinations of the parameters. The exact
steps involved are given below.

Let Y = f(x1, x2,. . .. . ..xk), with x1,x2 – are the independent variables

• Range of each variable is divided into n non-overlapping interval and one value
from each interval is chosen.

• Then, n values of x1 is randomly paired to n values of x2
• Next, n pairs of x1 and x2 are randomly combined to n values of x3 to form n

triplets.
• The procedure is continued to form n k-tuplets
• This n k-tuplet is called LH Sample.
• From this LHS, sensitivity analysis is carried out by following OAT scheme.

The sensitivity of individual parameters of the model is determined by changing
one factor or parameter at a time. So, the change in the output in each model run can
be unambiguously attributed to the input parameter changed without the assump-
tions of relatively few inputs having important effects. The measure of sensitivity
can be computed using sensitivity index (I) as

I =
y2−y1

y1
xi2−xi1

xi1

(2.2)

Where y1, y2 are the output corresponding to the parameter inputs xi1 and xi2
respectively.

Sensitivity ranking prepared by this criterion is especially helpful for calibration
of parameters.
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2.4.4 Model Calibration and Validation

Calibration is the process of estimating model parameters by comparison of model
predictions or output for a given set of assumed conditions with observed or
measured data for the same conditions (Moriasi et al., 2007).

Calibration of physically based distributed watershed models should be done
before they are used in the simulation of hydrologic processes in order to reduce
the uncertainty associated with the model prediction. Watershed scale model cal-
ibration is challenging and is impeded by uncertainties like watershed processes
unknown to the modeler, processes not captured by the model and simplification of
the processes by the model (Abbaspour et al., 2007). Hence, a thorough attempt was
made to tune the parameters of the model so that the predicted values were in very
close agreement with available measured data before going for the determination of
the hydrologic components (Mango, 2010).

For the Amala watershed, discharge data from the year 2000 to 2001 were used
for calibration and 2002–2003 were used for validation for the rain gauge model.
Autocalibration was carried out and this resulted in the best parameter values for
the sensitive parameters; in this particular case, 10 most sensitive parameters.

For this study, the algorithm used was the Parameter Solutions (Parasol) method
(Van Griensven et al., 2006) which is integrated in the ArcSWAT interface. Parasol
method involves optimization and uncertainty analysis in a single run. The ParaSol
method calculates objective functions based on model outputs and observation time
series, it aggregates these objective functions to a global optimization criterion
(GOC) and minimizes the objective functions or a GOC using the Shuffled Complex
Evolution (SCE-UA) algorithm. According to Sorooshian and Gupta (1983), this
algorithm selects an initial ‘population’ by means of random sampling throughout
the feasible parameters space for p parameters to be optimized (delineated by given
parameter ranges). The population is portioned into several “complexes” that consist
of 2p+1 points. Each complex evolves independently using the simplex algorithm.
The complexes are periodically shuffled to form new complexes in order to share the
gained information. It searches over the whole parameter space and finds the global
optimum with a success rate of 100%. This algorithm has been found to be robust,
effective and efficient and is widely used in watershed model calibration, remote
sensing and land surface modeling (Gupta et al., 2003). According to van Griensven
et al. (2006), it has also been applied with success on SWAT for the hydrologic and
water quality parameters.

The objective function chosen for use is the Sum of Squared Residuals (SSQ)
which aims at matching a simulated series to a measured time series.

SSQ −
∑

i=1,n

[xi,m − xi,s]
2 (2.3)

With n the number of pairs of measured (xm) and simulated (xs) variables.
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2.4.5 Model Evaluation

SWAT hydrologic predictions have been evaluated by means of a wide range
of statistics. The coefficient of determination (R2) and the Nash-Sutcliffe model
efficiency (NSE) coefficient (Nash and Sutcliffe, 1970) are the most commonly
used statistics for evaluation of model performance in hydrologic calibration and
validation.

The NSE is a normalized statistic determining the relative magnitude to the resid-
ual variance compared to the measured data variance (Nash and Sutcliffe, 1970).
This method can be used to describe the predicative accuracy of other models as
long as there is observed data to compare the model results to. The NSE is consid-
ered fit for model evaluation because it is found to be the best objective function for
reflecting the overall fit of a hydrograph (Moriasi et al., 2007).

2.5 Results and Discussions

The results of this study are divided into four categories: (i) hydro-meteorological
analysis for selected rain gauge and flow gauging stations, (ii) land cover classifica-
tion and (iii) hydrological modeling evaluation and (iv) water budget analysis under
three land use change scenarios in Amala watershed.

2.5.1 Hydro-Meteorological Analysis

The average monthly rainfall graphs for the downstream of the Mara River basin
(Nyabassi station in Tanzania) and upstream of Mara River basin (Kiptunga Forest
station in Kenya) are shown in Figs. 2.7 and 2.8.

For the Nyabassi rainfall station, the average rainfall for the month of January,
April and July (1944–1993) did not show any clear trends (Fig. 2.7). It is also
noted that the average rainfall at Nyabassi station are relatively low compared to
the Kiptunga Forest in the upper Mara which is located at high altitude showing
upstream part of the watersheds receives more rainfall than the downstream.

The average monthly rainfall at Kiptunga Forest station, significantly increased
for the month of January. In recent years, there has been a significant decrease in
rainfall in the months of April and July. January and April fall in the short and
long rain periods of the basin, respectively. This reduction in rainfall averages
has an impact on the flow of the Amala and Nyangores Rivers which originate
from the upper Mara River. Figure 2.9 show the spatial variability of rainfall at
different stations. The Olenguruone vs. Nyabassi graph (Fig. 2.9) shows that the
rainfall at Olenguruone is higher than at Nyabassi station. Fig. 2.10 (Olenguruone
vs Kiptunga) shows that the rainfall received at Olenguruone is higher than that
received at Kiptunga Forest. Both Olenguruone and Kiptunga Forest are located in
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Fig. 2.7 Average monthly rainfall for selected months at Nyabassi station

the Upper Mara River basin, Kenya whereas Nyabassi is located in the lower Mara,
Tanzania. This shows the highly spatial variability of rainfall across the basin.

Figure 2.10 shows the minimum, average and maximum or high flows at the
Mara Mines gauging station in the Tanzanian side of the basin. The average flows at
the Mara Mines station show a resemblance to the rainfall patterns. The flow of the
Mara Mines varies throughout the year and is highest during the two rainy months;
April and May, which are a part of the long rainy season and October which fall in
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Fig. 2.8 Average monthly rainfall for selected months at Kiptunga station

the short rainy season. The flows are reflective of the rainfall received in the area
and upstream.

The average flow for the Nyangores watershed (Fig. 2.11) is at the maximum
during the two rainy seasons meaning it is a system that is highly responsive to rain-
fall. During dry season it has very low minimum flows and this is mainly due to low
groundwater contribution to the stream flow attributed to upstream land degradation
in the forested areas.
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Fig. 2.9 Rainfall comparison
for the Olenguruone vs.
Nyabassi and Kiptunga Forest

The Amala River dry season flows appear to be very low compared to the
Nyangores (Fig. 2.12). The Amala watershed drains part of the deforested Mau
Forest resulting in low dry season flow and a quick response to rainfall during
wet months. This may be due to the fact that the forest cover in this watershed
has undergone deforestation and natural land has been converted to agricultural
land. This results in reduced groundwater recharge and increased high flow or
flooding.

The analysis of annual maximum flows of the Nyangores and Amala Rivers indi-
cated that there is an increasing trend of the streamflow for the most recent years
(Fig. 2.13). This may be due to the effect of land use change that has altered the
hydrology of the watersheds and resulted in higher maximum flows and flooding
downstream due to increased surface runoff and reduced groundwater recharge. In
particular, Amala River which is highly deforested watershed has a higher peak
flows as compared to the Nyangores, which is less deforested than the former.
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Fig. 2.10 Average flows for Mara River at Mara Mines gauging station

2.5.2 Land Cover Mapping

The expert classifier was built and this involved the generation of a decision tree
by recursive linear partitioning and the process resulted in the production of deci-
sion trees based on the training data that was specified for input into the statistical
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Fig. 2.11 Average flows for Mara River at Nyangores gauging station

package R. This resulted in production rules used in the expert classifier to classify
the image. The classification was successful in distinguishing different land cover
classes in the image and the accuracy of the classification was determined by the
use of an error or confusion matrix.

The resultant error matrix gave a K̂ statistic value of 82.5% while the overall
accuracy for the classification was 84.7%. These values were taken as a fairly good
accuracy considering the heterogeneity of the study area that may pose significant
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Fig. 2.12 Average flows for Amala River at Amala gauging station

difficulties using different classification methods. The error matrix indicated that
there was substantial confusion between bushland, forest and grassland which was
attributed to the selection of training data and also the fact that use of spectral and
texture data alone were not capable of accurately distinguishing these three classes.
The land use map based on Landsat image from 2008 (Fig. 2.2) was reclassified into
SWAT land use/land cover classes to be used in the hydrological modeling process
(Fig. 2.5).
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Fig. 2.13 Maximum flows for the Amala and Nyangores rivers

2.5.3 Hydrological Modeling

Twenty six hydrological parameters were tested for sensitivity analysis for the sim-
ulation of the stream flow in the study area. The most ten sensitive flow parameters
(Table 2.2) were chosen for calibration of the model. The hydrological modeling
exercise involved the calibration of the SWAT model in the Amala watersheds for
prediction of stream flow using different rainfall inputs; Rain gauge measurements
and satellite-based rainfall estimates (RFE). The discharge hydrographs for daily
and monthly data were compared for calibration and scenario analysis.

Table 2.2 Sensitivity ranking of flow parameters for rain gauge and RFE rainfall conditions

Amala
Sensitivity
rank Rain gauge RFE Description

1 ESCO CN2 Initial curve number (II) value
2 CN2 GWQMN Threshold water depth in the shallow aquifer

for flow (mm)
3 GWQMN ESCO Soil evaporation compensation factor
4 SOL_Z SOL_Z Soil depth (mm)
5 ALPHA_BF ALPHA_BF Baseflow alpha factor (days)
6 REVAPMN SOL_AWC Available water capacity (mm water/mm soil)
7 SOL_AWC REVAPMN water in the shallow aquifer for

re-evaporation
8 CANMX CANMX Maximum canopy storage (mm)
9 BLAI GW_REVAP ground water revap coefficient
10 GW_REVAP SOL_K Saturated hydraulic conductivity (mm/h)

2.5.3.1 Model Calibration and Validation

Parameter variation was carried out in conjunction with the statistical evaluation
until an acceptable correlation or resemblance between the predicted and observed
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Table 2.3 Model evaluation statistics for monthly discharge for Amala watershed

RFE Rain gauge

Statistics Calibration Validation Calibration Validation

NSE 0.62 0.39 0.08 0.41
R2 0.65 0.46 0.30 0.41

flow was achieved. Comparison was carried out for the rainfall datasets (rain gauge
and RFE) obtained and the resulting statistics for the monthly simulations are shown
in the Table 2.3. Statistics such as the Nash-Sutcliffe Efficiency (NSE) and the
Coefficient of determination (R2) were used to compare the simulated hydrographs
from the different datasets to observed flow data.

In the case of the Amala rain gauge data model, there was a clear underper-
formance of the models as shown by the different model evaluation statistics.
Calibration and validation of the rain gauge data produced NSE values of 0.08
and 0.41, respectively. For the rain gauge model, the low calibration results are
an indication that the model was unable to accurately or even adequately simulate
the discharge of the Amala River. This can be attributed to the fact that; the short
calibration period of 2 years was not long enough to capture the long term variabil-
ity of the discharge and, the limited rain gauge stations and their locations were not
well representative of the actual rainfall distribution across the basin thus the high
discrepancy between the simulated and observed discharge. Due to the above rea-
sons, the rain gauge data model was therefore determined to be unfit for simulation
of discharge and land use change scenarios in the Amala watershed regardless of
the adequate NSE for the validation period that may appear suitable but could not
be relied on since the calibration process was unsuccessful. The RFE data on the
other hand produced NSE values of 0.62 and 0.39 for the calibration and validation
periods, respectively which were considered fair results.

Validation was carried out to determine whether these models were suitable for
evaluating the impact of land use change on the hydrology of the Amala watershed.
For the RFE model, the comparison between the observed and simulated streamflow
during validation period indicated that there is relatively good agreement between
the observed and simulated discharge which was verified by coefficient of determi-
nation (R2) and Nash Sutcliffe efficiency (NSE) better than the rain gauge based
rainfall model.

2.5.3.2 Changes in Water Balance Components

Figure 2.14 below shows the plotted monthly discharge for the Amala River for
the observed and simulated stream flow for both the rain gauge and RFE sources
of data. The simulated discharge is lower than the observed discharge especially
in the rainy season months of May and January. Figure 2.15 on the other hand
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Fig. 2.14 Observed vs simulated monthly discharge for Amala RFE and rain gauge data

shows the calibrated model results for the RFE-based simulation of monthly flows at
Amala.

The water balance components (Table 2.4) account for how the model partitions
the available water input from precipitation and by converting them into percent
increase and reductions provided an effective way to assess the effect of different
climatic inputs and land use on the water balance of the Amala watershed. The
water budget analysis based on the two rainfall products having different spatial

Fig. 2.15 Amala observed vs simulated discharge for the calibrated RFE model (2002–2006)
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Table 2.4 Annual average water balance components for the calibrated Amala watershed models

Components
Rain gauge
2000–2003

RFE
2002–2006

Percent rainfall:
rain gauge

Percent rainfall:
RFE

PRECIP (mm) 1,235.3 1,009.8 100.00 100.00
SURQ (mm) 25.64 12.22 2.08 1.21
LATQ (mm) 37.68 30.99 3.05 3.07
GW_Q (mm) 367.85 394.26 29.78 39.04
REVAP (mm) 0 46.86 0.00 4.64
DA_RCHG

(mm)
28.63 20.82 2.32 2.06

GW_ RCHG
(mm)

572.62 416.41 46.35 41.23

WYLD (mm) 429.58 436.52 34.78 43.22
PERC (mm) 577.94 444.37 46.79 44.00
ET (mm) 581.1 508.8 47.04 50.38
PET (mm) 1,258 1,171.4 101.84 115.99
TLOSS (mm) 1.59 0.95 0.13 0.09
SEDYLD

(T/HA)
0.641 0.307

PRECIP = Average total precipitation on sub-basin, PET = Potential evapotranspiration,
ET = Actual evapotranspiration, PERC = Amount of water percolating out of the root
zone, SURQ = Surface runoff, GW_Q = Groundwater discharge into reach or return flow,
WYLD = Net water yield to reach, TLOSS = Amount of water removed from tributary
channels by transmission, DA RCHG = Amount of water entering deep aquifer from root
zone, REVAP = Water in shallow aquifer returning to root zone, GW_RCHG = amount of
water entering both aquifers, SEDYLD = Sediment yield, LATQ = Lateral flow contribution
to reach.

coverage has shown that rainfall distribution and source can influence the predicted
components of the water budget.

The main water balance components of the Amala basins includes: the total
amount of precipitation falling on the sub-basin during the time step, actual evapo-
transpiration from the basin and the net amount of water that leaves the basin and
contributes to streamflow in the reach (water yield) which includes surface runoff
contribution to streamflow, lateral flow contribution to streamflow (water flowing
laterally within the soil profile that enters the main channel), groundwater contribu-
tion to streamflow (water from the shallow aquifer that returns to the reach) minus
the transmission losses (water lost from tributary channels in the HRU via trans-
mission through the bed and becomes recharge for the shallow aquifer during the
time step). The water balance estimation indicated that 47% of the annual precip-
itation is lost by evapotranspiration in the basin for the rain gauge rainfall source
as compared to 50% for the RFE. The net water yield (WYLD) contributes 35 and
43% of the water budget during calibration for the rain gauge and RFE rainfall data,
respectively (Table 2.4). Table 2.4 lists the simulated water balance components on
an annual average basis for the Amala watershed over the calibration period for both
rainfall data products.
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2.5.4 Land Use Change Scenarios

Figure 2.16 below shows the three land use change scenarios considered in this study
to assess the impact of the hypothetical future changes from the 2008 land use on
the river discharge and water budget for the Amala watershed. These scenarios were
selected based on the current trends and also from discussions with area experts. The
three land use change scenarios are partial deforestation, complete deforestation and
also complete conversion of the forest to agriculture in the Amala watershed. The
extent of the land use changes under each scenario are shown in Fig. 2.16.

From Table 2.5 below, the different land use change scenarios affect the water
balance components in various ways and; these differences are most pronounced in
the surface runoff and groundwater recharge.

From Table 2.5, it is shown that the surface runoff and transmission losses
are responsive to the land use change with a significant increase observed in the

Fig. 2.16 Land use change scenarios of the Amala watershed
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Table 2.5 Percent changes from the 2008 flow in the annual averages of Amala watershed water
balance components for land use change scenarios

Water balance
components

Partial
deforestation

Complete
deforestation

Forest-
agriculture
conversion

PREC 0.00 0.00 0.00
SURQ 3.15 12.40 13.70
LATQ –2.55 –2.70 0.80
GW_Q –6.28 –3.54 –10.51
REVAP –2.51 –2.73 –4.02
DP AQ RCHRG –6.03 –3.60 –10.07
TOTAL AQ RCHRG –5.99 –3.59 –10.02
WYLD –3.88 0.25 –4.28
PERC –5.95 –3.93 –10.41
ET 2.57 0.24 3.05
PET 0.00 0.00 0.00
TLOSS 10.83 14.86 38.00
SED 15.72 14.38 55.02

complete deforestation and the conversion of forest to agriculture. The conversion of
forest to agriculture scenario experiences the highest reduction in groundwater dis-
charge into the reach, deep aquifer recharge, total aquifer recharge, and percolation
with percentage reduction in these components of up to 10%. The sediment yield
from the forest to agriculture conversion was over threefold than that of the partial
and complete deforestations. The complete deforestation scenario also results in a
similar variation in water balance components at a magnitude that is a bit lower
with the partial deforestation scenario impacting the water balance components
least.

Therefore, the changes in land use have impacts on the water balance compo-
nents. The conversion of forest to agriculture scenario impacts the water balance
components the most and this is due to the fact that the conversion of a land use
to agriculture results in the removal of a permanent vegetation cover (forest) and
replacing it with cropland which varies from bare soil during the planting season and
small crop size when growing to mature crops and back to bare soil after harvesting.
The different stages of crop growth result in increased evapotranspiration, surface
runoff, transmission losses and higher decreases in groundwater discharge into the
reach, deep aquifer recharge, total aquifer recharge and percolation. Increased sed-
iment loss per unit area is also a major issue and this results from the exposure of
bare soil to precipitation and surface runoff and also the fact that the crop cover’s
leaf area index and root depth is significantly less than that of the forest canopy and
this results in increased displacement of soil by rainfall and surface runoff hence
increased soil erosion. Reduced infiltration and percolation of water into lower soil
levels is experienced when the forests that reduce the impact of raindrops and over-
land flow are replaced by agricultural croplands that do not have the same water
holding and conservation properties.
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2.6 Conclusions

The study results reported in this chapter assessed the hydro-meteorological vari-
ability across the basin using historical rainfall and river flow data. The chapter
also presents results of land use/cover classification using Landsat imagery and
results from the calibration/validation of SWAT model. Comparison between the
rain gauge and satellite-based rainfall estimate (RFE) rainfall data and the corres-
ponding simulated flow is also discussed. The effect of land use change scenarios
on the hydrological response of the Amala watershed is also assessed using three
plausible scenarios.

The hydro-meteorological analysis of historical records for the upper and lower
part of the Mara River basin shows high spatial variability. Seasonal trends were also
evident from the upstream rainfall data as the short rainy season (January) rainfall
slightly increasing and a slight decline in the long rain records (April). The historical
high and low flows were also spatiotemporally variable even for adjacent similar
size watersheds of the Nyangores and Amala in the upstream Mara River basin. The
Amala, a deforested and partly degraded watershed due to the recent deforestation
and land conversion to agriculture, has shown a low dry season (minimum) flow and
high (maximum) flows during the rainy season compared to the adjacent Nyangores
watershed.

This study revealed that land use change scenarios will significantly impact the
water flux in the upper Mara River. The land use change scenarios revealed that the
variation has an impact on the amount of discharge, sediment yield, surface runoff
and baseflow. The model simulations predict that the upper Mara River flow will
be significantly affected in the possible increased reduction in vegetation or forest
cover or forest-to-agriculture land use change scenarios posing difficulties in adap-
tation to the altered flow regimes of the Amala River. It is therefore prudent to work
towards establishing and maintaining adequate minimum flows that would mitigate
the effects of reduced baseflow and put in place measures to maintain adequate
sustained river flows to the benefit of the stakeholders of the Mara River basin.
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Chapter 3
Hydrological Balance of Lake Tana, Upper Blue
Nile Basin, Ethiopia

Tom H.M. Rientjes, Janaka B.U. Perera, Alemseged T. Haile,
Ambro S.M. Gieske, Martijn J. Booij, and Paolo Reggiani

Abstract In recent years, few studies are presented on the water balance of Lake
Tana. In these studies, the water balance is closed by unknown runoff contributions
from ungauged catchments. Studies relied on simple procedures of area compar-
ison to estimate runoff from ungauged catchments. In this study, emphasis is on
regionalisation approaches by the use of physical catchment characteristics and a
regional model. For runoff modelling, the HVB-96 model is selected while auto-
mated calibration is applied as based on a Monte Carlo procedure. Closure of the
lake water balance was established by comparing measured to estimated lake levels.
Results of daily lake level simulation show a relative volume error of 2.17% and a
Nash–Sutcliffe coefficient of 0.92. Results show runoff from ungauged catchments
of 527 mm/year for the simulation period 1994–2003 while the closure term only is
85 mm. Compared to previous works this closure term is smallest.

Keywords Regionalisation · Lake Tana · Bathymetry · Water balance closure

3.1 Introduction

During the past decades only few studies on the water balance of Lake Tana have
been reported in literature. Reference is made to Conway (1997) who studied the
hydrology of the Blue Nile and the studies by Kebede et al. (2006), SMEC (2007)
and Wale et al. (2009) who specifically focussed on the hydrology of Lake Tana
basin. The latter three studies are reviewed here. Studies show different outcomes
when estimating the major terms of the lake water balance. Particularly the esti-
mated inflows from ungauged systems differ significantly as a result of applied
procedures. According to Kebede et al. (2006), the four major catchments contribute
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93% of the inflow and only 7% of the lake inflow is from ungauged catchments.
SMEC (2007) indicates that some 29% of the lake inflow is from ungauged catch-
ments while Wale et al. (2009) indicate that 42% of the lake inflow is from ungauged
systems. In the study by Wale et al. (2009), closure of the water balance of Lake
Tana is achieved by detailed estimation of flows from ungauged systems through
principles of regionalisation. Based on a bathymetric survey, closure of Lake Tana
balance was as accurate as 5.0% of the annual inflow.

The work presented here resembles the approach by Wale et al. (2009).
Principally different, however, is the procedure of modelling of gauged systems to
estimate parameters that are to be used for modelling stream flows from ungauged
systems. For the gauged catchments, Wale et al. (2009) relied on manual calibra-
tion (i.e. trial and error) while in this study an automated procedure by Monte Carlo
simulation was used. In such procedure a very large number of parameter sets are
automatically randomly drawn from parameter space by an automated procedure
and best performing parameter sets need to be selected.

In this study, Lake Tana’s water balance is solved at a daily time step by con-
sidering rainfall, evaporation, runoff from gauged and ungauged catchments and
Blue Nile river outflow. For simulation of daily lake-level fluctuations, data from
a bathymetric survey of Lake Tana in 2006 that was undertaken by the Faculty of
Geoinformation Science and Earth Observation (ITC) of Twente University is used.
By this survey, lake volume - lake area and lake volume - lake level relations are
established to serve for assessing the water balance closure term.

3.2 Study Area

Lake Tana (1,786 m.a.s.l.) is the source lake of the Blue Nile River and has a
total drainage area of approximately 15,000 km2, of which the lake covers around
3,000 km2. The lake is located in the north-western highlands at 12◦00’N and
37◦15’E and receives runoff from more than 40 rivers. Major rivers feeding the
lake are Gilgel Abay from the south, Ribb and Gumara from the east and Megech
River from the north. From the western side of the lake only small river systems
drain into the lake (Fig. 3.1).

A digital elevation model (DEM) of 90 m resolution from Shuttle Radar
Topography Mission (SRTM, version 4) (http://srtm.csi.cgiar.org/) has been used to
delineate the gauged and ungauged catchments. The hydroprocessing tool in ILWIS
software (http://52north.org/) has been used for this purpose. Nine catchments that
are gauged and 10 catchments that are ungauged are extracted (see Fig. 3.1).

Results from catchment delineation show that among the nine catchments
seven catchments are partially gauged while catchments in the north-western part
are ungauged. Nine catchments are selected as gauged catchments based on the
availability of runoff data from 1994 to 2003.

By its large size, Lake Tana has a large storage capacity that only responds
slowly to the various processes of the hydrological cycle. Annual lake level
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Fig. 3.1 Gauged and ungauged catchments in Lake Tana basin

fluctuations are approximately 1.6 m where lake level fluctuations primarily respond
to seasonal influences by the rainy and dry season. Lake levels reach maxima around
September and minima around June with historic maximum and minimum water
levels of 1,788.02 m (21 September 1998) and 1,784.46 m (30 June 2003), respec-
tively. The only river that drains Lake Tana is the Blue Nile River (Abay River) with
a natural outflow that ranges from a minimum of 1,075 Mm3 (1984) to a maximum
of 6,181 Mm3 (1964). For the period 1976–2006, the average outflow was estimated
to be 3,732 Mm3.

3.3 Water Balance Terms from Observed Data

In this study, the Lake Tana water balance is solved for the period 1994–2003 on a
daily base. In the lake water balance equation (3.1), observation time series are avail-
able for rainfall (five stations), evaporation (two stations) and runoff from gauged
catchments (five catchments). For both rainfall and evaporation, area averaged esti-
mates are taken after spatial interpolation of the gauged data. Gauged runoff time
series are used directly in the water balance after data has been screened and cor-
rected for consistency. Time series data of Lake Tana outflow by the Blue Nile River
(Abay River) also have been screened and corrected for consistency.
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�S

�T
= P − Evap + Qgauged + Qungauged − QBNR (3.1)

where �S/�T denotes the change in storage over time, P is lake areal rainfall, Evap
is open water evaporation, Qgauged is gauged river inflow, Qungauged is ungauged
river inflow and QBNR is the Blue Nile River outflow (all terms in Mm3/day).

Runoff from ungauged catchment is estimated by three procedures that are fur-
ther described in Section 3.4. Following SMEC (2007), in this study it is assumed
that the groundwater system is decoupled from the lake and any lake leakage may be
ignored in the balance. Kebede et al. (2006), however, estimated lake leakage to be
some 7% of the total annual lake budget. Obviously, our assumption on lake leakage
may be wrong and possibly accounts for an error in the established lake balance.

3.3.1 Meteorologic Balance Terms

For this study, rain gauge data from the National Meteorological Agency (NMA) in
Ethiopia was collected for 15 stations in and close to the study area for the period
1994–2003. Daily rainfall over Lake Tana has been estimated through inverse dis-
tance weighted interpolation. For interpolation, data for the period 1992–2003 from
Bahir Dar, Chawhit, Zege, Deke Estifanos and Delgi stations (Fig. 3.2) is used.
Inverse distance with power 2 resulted in lake precipitation of 1,290 mm/year. We

Fig. 3.2 Weather and gauge stations in Lake Tana basin
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Fig. 3.3 Annual average rainfall (mm) distribution in Lake Tana basin

selected the weight power of 2 as compared to smaller values to better represent spa-
tial variability of rainfall that generally is high in the basin (see Haile et al., 2009,
2010). As such the spatial effect of rainfall observations at Gurer Island is accounted
for. Figure 3.3 shows annual rainfall by accumulation of interpolated daily rainfall.

For estimating lake evaporation the Penman combination equation (see
Maidment, 1993) is selected. For estimation of Albedo, Terra MODIS Level 1
products were acquired for the years 2000 and 2002 from the LAADS Web
(http://ladsweb.nascom.nasa.gov/data/search.html). Albedo was estimated by the
Surface Energy Balance System (SEBS) (see Su, 2002). On daily base the results
show that in the lake area the Albedo ranged from 0.08 to 0.16. The daily estimated
value was used for calculation of open water evaporation. Calculated daily evap-
oration showed an average value of 4.6 mm/day for the period 1992–2003 and a
long-term averaged annual evaporation of 1,563 mm/year.

3.3.2 Runoff from Gauged Catchments

In the Lake Tana basin, nine gauged catchments have daily runoff records for the
period 1992–2003. By an SRTM digital elevation model (DEM) of 90 m resolution
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the area gauged covers some 39% of the total basin area. Runoff time series data
is analysed for consistency, and analysis indicated that records from the smaller
sub-basins were unreliable. The area gauged as such now only covers for the six
sub-catchments (Ribb, Gilgel Abay, Gumara, Megech, Koga and Kelti) that make
up approximately 32% of the Lake Tana catchment area.

3.3.3 Tana Outflow by the Blue Nile River

Outflow from Lake Tana is through the Blue Nile River that originates from the
lake. For lake-level simulation, daily observation records of runoff discharges for
the period 1995–2001 are used. Data, however, is screened and outliers are corrected
to fit a newly constructed stage–discharge relationship (see Wale et al., 2009).

3.4 Methodology

The regionalisation approach selected for this study comprised the following steps.
First the HBV-96 model was calibrated for gauged catchments against observed dis-
charges to establish good performing parameter sets to simulate catchment runoff.
Next, relationships were established between the model parameters (MPs) and phys-
ical catchment characteristics (PCCs) to develop the so-called regional model. The
regional model is used to establish model parameters for ungauged catchments
where MPs are defined based on the PCCs of the ungauged catchments. Then the
HBV-96 model was used to simulate the runoff from the ungauged catchments.
Finally, the water balance of Lake Tana was solved by a bathymetric survey, and the
closure term was calculated. In the following sections a description of the procedure
is presented.

3.4.1 HBV-96

For this study, the conceptual hydrologic model HBV-96 (Lindström et al., 1997)
is selected that has many applications in regionalisation studies (see, e.g. Seibert,
1999; Merz and Blöschl, 2004; Booij, 2005; Wale et al., 2009; Deckers et al., 2010).
The model simulates river discharge and requires precipitation, actual temperature
and potential evapotranspiration as inputs. In this study the model is used with a
fixed time step of 1 day and with a spatially lumped model domain. The model used
here consists of four routines, which are a precipitation accounting routine, a soil
moisture routine, a quick runoff routine and a base flow routine which together trans-
form excess water from the soil moisture zone to local runoff. A detailed description
of the HBV model approach is ignored for reasons of brevity and the reader is
referred to Lindström et al. (1997). A simple diagram of the approach is shown
in Fig. 3.4.
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Fig. 3.4 A diagram of the HBV-96 approach (modified after Lindström, 1997)

3.4.2 Model Calibration

In this study, model calibration is accomplished by a Monte Carlo simulation (MCS)
procedure. MCS is a technique where numerous model simulations are executed
by randomly generated model parameter sets with the objective to find the best
performing parameter. Such set yields a minimum or maximum value for selected
objective function(s). Principle to MCS is the large number of parameter sets that are
drawn for which the model is tested. Good performing parameter sets are selected
for further use, and unsatisfactory performing sets are denied for further use. After
some tests the number of parameter sets to be tested (i.e. run number) has been
set to 60,000 and averaged parameter values of the best 25 performing sets are
taken. In the procedure, the same randomly drawn parameter sets are applied to
all gauged catchments. A more detailed description on the calibration procedure is
added below.

3.4.2.1 Objective Functions

In runoff model calibration, parameter sets are optimised to match simulated model
output to observed system output. Goodness of fit commonly is evaluated not only
by visual inspection but also by use of an objective function that highlights some
specific aspect of the hydrograph. Such aspects can be low flows, high flows, the
overall shape of a hydrograph, the rising limp of a hydrograph (see de Vos and
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Rientjes, 2007) but also the volumetric error. In this work, we selected two objec-
tive functions that are the relative volumetric error (RVE) and the Nash–Sutcliffe
efficiency (NS). RVE is a measure that indicates a mass balance error while NS is a
measure that indicates overall fit. The RVE requires minimisation and reads

RVE =
(∑n

i=1 Qsim,i − Qobs,i
∑n

i=1 Qobs,i

)

× 100% (3.2)

where Qsim is simulated flow, Qobs is observed flow, i is time step and n is total
number of time steps used during the calibration. RVE may range between –∞ and
+∞ but indicates an excellent performing model when a value of 0 is generated.
An error between +5 and –5% indicates a well-performing model while error values
between +5 and +10% or between –5 and –10% indicate reasonable performance.
The NS objective function requires maximisation and reads

NS = 1 −
∑n

i=1 (Qsim,i − Qobs,i)2
∑n

i=1 (Qobs,i − Qobs)2
(3.3)

where Qobs is mean of observed flow. NS can range between –∞ and 1 where
the value of 1 indicates a perfect fit. NS values between 0.6 and 0.8 indicate rea-
sonably to good performance. A model often is said to perform very good when
values are between 0.8 and 0.9. We note, however, that Interpretation of values is
not straightforward and reference is made to Gupta et al. (2008).

3.4.2.2 Optimum Parameter Set

The objective of MCS is to explore the entire parameter space to find the best per-
forming parameter sets. For each parameter, a prior space has to be defined that
reflects on the feasible parameter value range. After testing for 60,000 parameter
sets the 10% best performing sets were selected and minimum and maximum val-
ues for each parameter were selected to narrow parameter ranges. So parameter
ranges were narrowed down to arrive at the posterior range for which the model
performance is satisfactory. For optimal parameter estimation, the entire procedure
with 60,000 runs was repeated for the narrowed range to select the best performing
parameter sets. The average values of parameters of the best 25 performing param-
eter sets were selected and make up the optimal parameter set for establishing the
regional model. In Table 3.1 prior parameter ranges are shown. A simple description
of the model parameters is given in Section 3.6.2.

In the procedure for each parameter set, both objective functions are calculated
and compared. To evaluate which objective function indicates best performance, the
value of each criterion was scaled over the range of objective function values by the
60,000 model runs. The NS value was scaled based on its minimum and maximum
values Eq. (3.4).
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Table 3.1 Prior parameter ranges (following Booij et al., 2007)

Parameter FC BETA CFLUX LP ALFA Kf Ks PERC

Unit mm – mm – – 1/day 1/day mm/day
Minimum 100 1 0 0.1 0.1 0.0005 0.0005 0.1
Maximum 800 4 0 1 3 0.15 0.15 2.5

C′
NS,i,n = CNS,i,n − min(CNS,i,ntot)

max(CNS,i,ntot) − min(CNS,i,ntot)
(3.4)

where CNS is value for the NS criterion, i is NS value for specific catchment, n is
calibration run number, ntot is run number.

Since RVE varies between –∞ and +∞ positive values as well as negative values
can occur. The RVE scaling equation reads

C′
RVE,i,n =

∣
∣CRVE,i,n

∣
∣ − max

∣
∣CRVE,i,ntot

∣
∣

min
∣
∣CRVE,i,ntot

∣
∣ − max

∣
∣CRVE,i,ntot

∣
∣

(3.5)

where CRVE is value for the RVE criterion. Other terms are as defined above.
After scaling of NS and RVE, for each calibration run, the lowest value of the

two was selected:

C′
i,n = min{C′

NS,i,n, C′
RVE,i,n} (3.6)

where C’ is scaled value of the criteria.
The optimum parameter set for each catchment is now determined by selecting

the highest values of all selected minimum values as determined through Eq. (3.7).
The equation for selecting the optimal parameter set reads

Ci = max{min(C′
i,ntot)} (3.7)

It is noted that the procedure does not aim at selecting a parameter set with a highest
possible objective function value but, through selection and averaging over 25 sets,
simply serves to select a well-performing parameter set. This procedure aims to
prevent that outliers in parameter space may results in highest objective functions
values. Such parameter values, however, are not suitable for establishing the regional
model.

3.4.3 Establishing the Regional Model

The aim of developing a regional model is to establish statistically and hydrologi-
cally relevant relationships between MPs and PCCs. PCCs are characteristics of the
catchment that affect runoff responses. Such characteristics relate to topography,
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climate, soils and land use. In this work, only 22 PCCs are selected that are avail-
able from databases in the public domain or that can be obtained from processing of
satellite images. Table 3.5 shows the list of PCCs.

Knowledge on the relation between HBV model parameters and PCCs allows us
to understand and perhaps quantitatively predict how a change in physical proper-
ties of a catchment will affect hydrological response (Mwakalila, 2003). To set up a
regional model for estimation of model parameters in ungauged catchments, statis-
tically significant relations have to be established between the calibrated MPs and
the PCCs that preferably are hydrologically meaningful. For such it is common to
use regression analysis (see Bastola et al., 2008, Heuvelmans et al., 2006, Kim et al.,
2008, Mwakalila, 2003, Young, 2005, Xu, 2003, Deckers et al., 2010) that also is
used in this study.

3.4.3.1 Regression Analysis

Multiple linear regression is performed for each model parameter. To guarantee that
regression equations can be used, statistical significance and strength were tested.
Also the correlation (r) was tested by the t-test [Eq. (3.8)].

tcor = |r| √n − 2√
1 − r2

(3.8)

where, tcor is the t value of the correlation, r is correlation coefficient, n is sample
size.

The following hypothesis was tested. The null hypothesis H0 and the specific
hypothesis H1 are

H0: The correlation between the PCC and MPs is zero, ρ = 0
H1: The correlation between the PCC and MPs is not zero, ρ 	= 0

If tcor > tcr the null hypothesis is rejected (MPs are associated with PCCs in the
population).

To determine the critical value tcr, the number of degrees of freedom df and α,
a number between 0 and 1 to specify the significance level, has to be determined.
In this study a significance level of α = 0.1 was chosen that was applied to a two-
tail test with n−2 degrees of freedom. Using this information, for tcr, a value of
2.132 was found (critical value from t distribution table). In order to determine at
what r value the hypothesis is rejected the test statistic was solved. An r of 0.72
was established and thus r > 0.72 and r < –0.72 results in a statistically significant
relationship.

The second method applied was based on multiple regression analysis to optimise
the linear relation with forward selection and with the backward removal method.
Multiple linear regression was used to predict MPs from several independent PCCs.
In the forward entry approach the initially established regression model that incor-
porates the most significant PCC will be extended by entering a second independent
variable in the regional model. This step will be accepted if the entry statistic (i.e.
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significance level α) of both independent variables is not exceeded. The statisti-
cal tools are used to choose the most significant independent variable to be added.
Additional steps are executed until the last added independent variable does not
significantly contribute to the regression model. In addition to the forward entry
method, also the backward removal method is applied. In this method, all expected
PCCs are entered into the model. Based on the removal statistic (i.e. significance
level α), independent variables are stepwise removed from the model. The signifi-
cance of the multiple linear regression equations is tested by a test of significance of
individual coefficients and by a test of overall significance. First, a hypothesis test
is applied to determine if the regression equation is significant. For such test, it is
assumed that the error term, ε, is not correlated and normally distributed. Further
they have an average of zero and a constant variance. In this study, these assump-
tions were made and two hypothesis tests were executed to test the significance of
the regression equation. Those are the null hypothesis and the specific hypothesis.
Further, the strength of the determined regression equation is tested by the coeffi-
cient of determination, r2. For detailed descriptions on the significance of the regres-
sion equation with hypothesis test and strength, reference is made to Perera (2009).

3.5 Runoff Modelling

3.5.1 Runoff from Ungauged Catchments

Runoff from ungauged catchments is estimated by three regionalisation procedures
that are of different complexity. The first procedure applies a procedure where a
regional model is established between catchment characteristics and model parame-
ters that as such are used for ungauged catchment modelling (see Merz and Blöschl,
2004; Deckers et al., 2010; among others). A second procedure simply transfers
model parameters from neighbouring or (very) nearby catchments to ungauged
catchments to allow for runoff simulation. In the third procedure, parameter sets of
gauged catchments are transferred to ungauged catchments by a simple area com-
parison. In all three procedures, the HBV-96 model is selected to simulate catchment
runoff.

3.5.2 Results of Gauged Systems

3.5.2.1 Model Calibration

The HBV-96 model was calibrated against the observed daily discharge for the
period 1994–2000 using the procedure described in Section 3.4.2. After first cal-
ibration runs, several catchments resulted in poor model performance with respect
to the RVE as caused by unreliable runoff time series. After screening the observed
catchment runoff data, unreliable and spurious data were identified that as such have
been corrected (Fig. 3.5).
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Fig. 3.5 Scatter plots of scaled objective function values against optimised parameter values for
BETA and ALFA for Gilgel Abay catchment (prior range is used)

It can be concluded that the model is much more sensitive to ALFA as com-
pared to BETA. The model performed best for a relatively small parameter range for
ALFA while the model performed equally well for a wide range of BETA values. As
such, plots suggest that parameter ALFA is much better identified as compared to
BETA. In the case of ALFA the scatter plot shows that the model performed well for
lower values and hence the parameter space of ALFA can be narrowed. The above
procedure is applied to all gauged catchments, and we note that for each catch-
ment, specific posterior parameter ranges and specific optimum parameter values
are defined. For details we refer to Perera (2009).

After finishing the procedure, we tested if parameter estimates possibly could be
further improved by additional runs to test robustness of the entire MCS procedure.
Figure 3.6 shows results for 15 MCS calibration runs of 60,000 runs each. Results
indicate that each run has a different optimal parameter set that is the average of

Fig. 3.6 Plots on the left show the average of best 25 parameters in each 15 calibration run. The
plots on the right show the single best parameter value in each of the 15 calibration runs
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the 25 best performing parameter sets. Results indicate that optimal parameter sets
cannot uniquely be defined but somehow converge to an optimal value. As such
the optimum parameter set was finally selected by taking the average of these 15
parameter values.

This procedure was applied to all catchments and optimum parameter sets were
established. Finally, the model was run and checked whether the NS and RVE val-
ues are acceptable. The model calibration results shown in Table 3.2 indicate that
the model performance of Ribb, Gilgel Abay, Gumara, Megech, Koga and Kelti
catchments is satisfactory with RVE within ±5% and NS > 0.6. For Ribb and Kelti
catchments, rainfall was corrected by 20 and 18%, respectively.

The result of the calibration was not satisfactory for catchments with a relatively
small area such as Gumero (163 km2), Garno (98 km2) and Gelda (26 km2). Hence
these model parameters were ignored in establishing the regional model. Wale et al.
(2009) suggested that the time of concentration, which is defined as the time period
for water to travel from the most hydrologically remote point in the catchment to
the outlet, is small and as such the quick runoff responses are difficult to represent
at the daily simulation time step. Time of concentration is measured following Eq.
(3.9) and is shown in Table 3.3 for all gauged catchments.

Tc = 0.7

(
L · Lc√

S

)0.38

(3.9)

where Tc is the time of concentration (h), Lc is the distance from the outlet to the
centre of the catchment (km), L is the length of the main stream (km) and S is the
slope of the maximum flow distance path (Dingman, 2002).

Table 3.2 Calibrated model parameters for gauged catchments (1994–2000)

Ribb Gilgel Abay Gumara Megech Koga Kelti Gumero Garno Gelda

FC 309 434 349 193 730 196 469 221.25 141.14
BETA 1.23 2.08 1.31 1.56 1.34 1.60 1.10 2.58 1.20
LP 0.73 0.63 0.87 0.71 0.42 0.62 0.26 0.23 0.86
ALFA 0.31 0.24 0.25 0.29 0.41 0.28 1.08 0.27 0.51
KF 0.07 0.08 0.03 0.03 0.07 0.03 0.03 0.10 0.003
KS 0.10 0.09 0.07 0.09 0.05 0.10 0.13 0.11 0.15
PERC 1.09 1.02 1.44 1.47 1.63 1.53 2.32 1.61 1.41
CFLUX 0.60 1.09 0.72 0.79 0.74 0.83 0.39 1.35 1.00
NS 0.78 0.85 0.72 0.61 0.67 0.66 0.16 0.33 0.41
RVE% –1.61 –0.35 –2.44 2.91 –0.06 –2.00 0.01 0.00 –0.06

Table 3.3 Time of concentration for selected gauged catchments in Lake Tana basin (Wale et al.,
2009)

Catchment Ribb Gilgel Abay Gumara Megech Koga Kelti Gumero Garno Gelda

Tc (h) 32.63 28.64 30.15 19.49 16.38 24.29 9.56 8.27 4.66
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Fig. 3.7 Model calibration results of Ribb, Gilgel Abay, Gumara, Megech, Koga (1994–2000) and
Kelti (1997–2000) catchments

Further, in Wale (2008) it is mentioned that some gauging stations are not placed
at the catchment outlet but at some location upstream because of easy road access.
As such it is assumed that rainfall-runoff time series of those catchments cannot be
considered reliable. Figure 3.7 shows the model calibration results for catchments
used for developing the regional model.

3.5.2.2 Model Validation

Representing the real-world system by a model approach may not be accurate.
Models therefore are uncertain, and models cannot be stated reliable when only one
field situation is simulated. As such, it may occur that under different meteorologic
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and hydrologic stress conditions the model does not accurately represent the real-
world behaviour, despite the fact that optimal and calibrated model parameters are
used (Rientjes, 2007).

Therefore a calibrated model requires validation using the time series of meteoro-
logical variables that were not used for calibration. In this study the model validation
covers the period 2001–2003 and model validation results are shown in Table 3.4.
Results for NS values in general slightly deteriorate as compared to the calibration
results. RVE values in general are somewhat higher indicating larger errors in the
water balance. Values for NS and RVE, however, are relatively close to calibration
values and indicate a good to satisfactory model performance.

Table 3.4 Model validation results for the period 2001–2003

Ribb Gilgel Abay Gumara Megech Koga Kelti

NS 0.87 0.85 0.79 0.51 0.65 0.67
RVE 3.6 –2.3 –9.9 2.9 –9.8 –5.3

3.6 Results on Regionalisation

3.6.1 Simple Linear Regression

Correlation between PCCs and MPs was established to determine the significance
of each relationship (Table 3.5). When the correlation coefficient lies outside crit-
ical values of –0.72 to 0.72, the corresponding correlation is significant. Thus, the
null hypothesis is rejected. In Table 3.5 the significant correlation coefficients are
highlighted.

3.6.2 Multiple Linear Regression

It is assumed that by using multiple PCCs, a better relation can be established than
when only one PCC is used. Therefore relations between PCCs and MPs were
assessed through multiple linear regression analysis. This was done by the forward
entry method and the backward removal method as described in Section 3.4.3. The
established regional model is shown in Table 3.6. For a more extensive description
reference is made to Perera (2009) where statistical characteristics of all regression
equations are shown.

3.6.3 Validation of the Regional Model

The regional model is established to predict the discharge from the ungauged catch-
ment. Prior to its use, the regional model is assessed by comparing the predicted
and observed discharges from the gauged test catchments. It is not possible to carry
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Table 3.5 Correlation matrix between model parameters and PCCs for six selected catchments;
significant correlation coefficients are highlighted and in bold

FC (mm) BETA (–) LP (–) ALFA (–) Kf (1/day) KS (1/day)
PERC
(mm/day)

CFLUX
(mm/day)

AREA –0.18 –0.01 0.49 –0.77 0.13 0.62 –0.82 0.07
LFP –0.17 –0.15 0.53 –0.51 0.25 0.52 –0.74 –0.16
MDEM 0.04 –0.58 0.33 –0.64 –0.11 0.66 –0.51 –0.51
HI –0.81 –0.03 0.77 –0.76 –0.44 0.77 –0.44 –0.07
AVGSLOPE –0.30 –0.48 0.39 –0.75 –0.31 0.92 –0.52 –0.45
SHAPE 0.65 –0.90 –0.42 0.12 –0.29 –0.04 0.43 –0.83
CI 0.78 –0.37 –0.55 0.58 0.37 –0.46 0.28 –0.37
EL 0.54 –0.59 –0.32 0.59 –0.01 –0.48 0.57 –0.66
DD –0.74 0.23 0.64 –0.35 0.30 0.77 –0.83 0.06
CROPD –0.39 0.77 –0.04 0.35 0.10 –0.36 0.20 0.69
CROPM 0.47 –0.71 0.03 –0.52 –0.22 0.27 –0.16 –0.55
GL –0.18 –0.54 0.36 –0.19 0.08 0.61 –0.42 –0.67
URBAN –0.53 –0.19 0.42 –0.71 –0.72 0.59 –0.05 –0.13
FOREST 0.67 –0.61 –0.60 0.47 0.20 –0.09 0.23 –0.63
LEP –0.50 –0.36 0.20 –0.23 –0.59 0.57 0.14 –0.44
NIT 0.26 –0.31 –0.56 0.26 –0.49 –0.16 0.69 –0.26
VER 0.65 0.07 –0.73 0.81 0.18 –0.88 0.71 0.09
LUV 0.04 0.40 0.30 0.15 0.37 –0.55 –0.08 0.38
SAAR 0.45 0.52 –0.31 0.12 0.75 –0.29 –0.42 0.62
PWET 0.45 0.39 –0.21 0.07 0.73 –0.24 –0.46 0.49
PDRY 0.41 0.69 –0.45 0.20 0.71 –0.36 –0.31 0.81
PET –0.13 –0.11 –0.23 –0.09 –0.59 0.13 0.43 –0.05

Table 3.6 The regional model

Regression equation R2 (%)

FC = β0 + β1 · HI 66.3
BETA = β0 + β1 · SHAPE + β2 · HI 96.02
LP = β0 + β1 · HI + β2 · LUV 91.1
ALFA = β0 + β1 · AREA + β2 · URBAN 95.1
KF = β0 + β1 · SAAR 56.35
KS = β0 + β1 · AVGSLOPE 85.25
PERC = β0 + β1 · DD + β2 · SAAR 89.9
CFLUX = β0 + β1 · SHAPE + β2 · PDRY + β3 · PET 96.27

out a formal validation on independent (gauged) catchments as too limited number
of gauged catchments is available in this study. Therefore validation is done for the
calibrated gauged catchments but for the period 2001–2003 that is different from
the calibration period.

The established regional model was used to estimate the model parameters of
ungauged catchments using their PCCs. Next the discharge was simulated based on
the estimated parameters and the model performance was evaluated with respect to
NS and RVE. Table 3.7 shows the parameters derived from the regional model and
the model performances.



3 Hydrological Balance of Lake Tana, Upper Blue Nile Basin, Ethiopia 85

Table 3.7 Validation of the regional model of gauged catchments (2001–2003)

FC BETA LP ALFA KF KS PERC CFLUX NS (–) RVE (%)

Ribb 298 1.17 0.71 0.29 0.055 0.098 1.10 0.62 0.85 –1.3
Gilgel Abay 333 1.99 0.72 0.25 0.086 0.084 1.13 1.10 0.83 0.1
Gumara 307 1.48 0.83 0.28 0.057 0.079 1.40 0.71 0.75 –22.8
Megech 201 1.54 0.70 0.29 0.031 0.085 1.52 0.79 0.54 13.3
Koga 659 1.32 0.41 0.43 0.068 0.061 1.63 0.75 0.65 –1.1
Kelti 437 2.45 0.72 0.39 0.072 0.054 1.18 1.06 0.53 –42.0

3.6.3.1 Spatial Proximity

The regression method is the most widely used regionalisation technique but alter-
native much less complex methods are also in use such as the spatial proximity
method. In this method, the choice of catchments from which information is to
be transferred is usually based on some sort of similarity measure. The rationale
of the method is that catchments that are close to each other will have a similar
runoff regime as climate and catchment conditions will only vary smoothly in space
(Merz and Blöschl, 2004). Van de Wiele and Elias (1995) used a similar approach
to estimate parameters of a monthly water balance model for 75 catchments from
neighbouring gauged catchments. In the approach, the complete set of model param-
eters is transferred from one or more gauged catchments to ungauged catchments.
In this study, parameter values as derived for gauged catchments in upstream areas
were transferred to downstream areas that are ungauged. Also catchments which are
not gauged or failed to be simulated were assigned parameters from a neighbouring
catchment. In Fig. 3.8, catchment transfer linkages by the spatial proximity method
are shown.

3.6.3.2 Area Ratio

This method considers only catchment areas by assuming that the catchment area
is the dominant factor that controls the volume of water as produced by rainfall.
The simulated annual average runoff in gauged catchments showed correlation with
R2 of 72.5% for catchment area. Hence parameter sets of gauged catchments were
transferred to ungauged catchments of a comparable area. In Fig. 3.8, catchment
transfer linkages by the area ratio method are shown.

3.6.3.3 Sub-basin Mean

The sub-basin mean represents the arithmetic mean (Kim et al., 2008) of calibrated
parameter set of six catchments to simulate the flow from ungauged catchments.
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Fig. 3.8 Catchment linkages for the spatial proximity and area ratio methods

3.7 Discussion and Conclusion

A well established water balance often leads to a better understanding of a hydro-
logical system. Studies by Gieske et al. (2008), Kebede et al. (2006) and Wale et al.
(2009) report on solving Lake Tana’s water balance. Dingman (2002) refers to a
water balance as “the amount of a conservative quantity entering a control volume
during a defined period minus the amount of quantity leaving the control volume
during the same period equals the change in the amount of the quantity stored in the
control volume during the same time period”. The simple water balance equation is
formulated as follows:

�S

�T
= Inflow − Outflow (3.10)

The general water balance equation of a lake can be written as follows:

�S

�T
= (

P + Qgauged + Qungauged + GWin
) − (E + Qout + GWout) + ss (3.11)

where P is lake areal rainfall, Qgauged is surface water inflow from gauged
catchment, Qungauged is surface water inflow from ungauged catchment, GWin is
subsurface water inflow, E is open water evaporation from the lake surface, Qout is
surface water outflow, GWout is subsurface outflow and ss is sink source term.
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Fig. 3.9 Comparison of lake-level simulation in different ungauged flow estimation techniques

Based on the above procedures, the water level of Lake Tana was simulated
by use of a bathymetric survey and the river discharges that are estimated from
ungauged catchments by three regionalisation methods. Figure 3.9 shows a compar-
ison of lake levels using the bathymetric survey by Wale (2008) and a survey by
Pietrangeli (1990). Performance results are shown in Table 3.8.

Table 3.8 Results of NS and RVE for selected bathymetric relations

NS RVE (%)

Wale (2008) 0.92 –2.2
Pietrangeli (1990) 0.60 –3.2

One of the uncertain components of the Lake Tana water balance is the discharge
from ungauged catchments. The discharges of ungauged catchments are estimated
using three different regionalisation techniques and discharges that are used to sim-
ulate the lake-level fluctuations. Results are also shown when parameter values are
averaged and applied to ungauged catchment systems. Among the four techniques,
the regression method gave the best results while poorest results are obtained for the
sub-basin mean method.

Except for the regression method, other regionalisation techniques show relati-
vely large deviation between observed and simulated lake levels that gradually
increase over the simulation period. Hence the result from the regression method
is used to calculate the Lake Tana water balance component and results are shown
in Table 3.9. It shows that the balance closure term is 85 mm. This error accounts
for 2.7% of the total lake inflow, while the lake relative volume error is 2.17%. The
errors may be due to uncertainty in lake–groundwater interaction, uncertainty in
estimating open water evaporation and lake areal rainfall and runoff from gauged
and ungauged catchments.
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Table 3.9 Lake Tana water balance components simulated for the period 1994–2003

Water balance components mm/year MCM/year

Lake areal rainfall +1,347 +4,104
Gauged river inflow +1,254 +3,821
Ungauged river inflow +527 +1,605
Lake evaporation –1,563 –4,762
River outflow –1,480 –4,508
Closure term +85 +260
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Chapter 4
Satellite Based Cloud Detection and Rainfall
Estimation in the Upper Blue Nile Basin

Tom H.M. Rientjes, Alemseged T. Haile, Ambro S.M. Gieske,
Ben H.P. Maathuis, and Emad Habib

Abstract In this study remote sensing for rainfall estimation is evaluated. For the
Lake Tana basin in Ethiopia the diurnal cycle of rainfall is assessed using satellite
observations at high temporal resolution and ground based observations. Also con-
vective activity of a cloud system on the lake has been observed through satellite
imagery and shows a potential to observe characteristics of a cloud that produced
extreme rainfall intensity. These characteristics include the cloud area and a volume
index as well as temporal evolution of distance and direction of the centroid of a
cloud mass from a rain gauge at the Gurer Island in Lake Tana. In this work it is
concluded that remote sensing can be very helpful in estimating rainfall, assessing
the diurnal cycle and monitoring heavy rainfall producing clouds. The high potential
of remote sensing observations is mainly because the observations are consistently
available with spatially continuous coverage.

Keywords Satellite rainfall estimation · Diurnal cycle · Cloud tracking · Lake Tana

4.1 Introduction

Rainfall studies often are restricted by data availability. Estimation of rainfall is chal-
lenging in particular when rainfall largely varies over small time and space domains.
Under such conditions, ground based rain gauge networks are commonly too sparse
to satisfactorily capture the real world spatial distribution of rainfall properties such
as rainfall intensity, duration and frequency. To overcome such limitation, the use
of meteorological satellites is often advocated. Such satellites have applications
in cloud detection and rainfall estimation. Examples of missions are the Tropical
Rainfall Measuring Mission (TRMM) and the series of Meteosat satellites from
which the Meteosat Second Generation (MSG-2) satellite is used in this study.
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Meteorological satellites serve to detect rain producing clouds as well as to esti-
mate rainfall over selected time-space domains. These satellites can be in orbit or
can be geostationary. The first group overpasses a certain geographic area with a
revisit time of ones or twice per day while the second group allows observations
at frequency of ≥15 min. Orbital satellites such as TRMM observe a continuously
changing geographic area while geostationary satellites such as MSG-2 observed
the same area for the live time of the satellite. Earth orbiting satellites commonly fly
at an altitude of hundreds of kilometers (e.g. 403 km for TRMM) while geostation-
ary satellites commonly are positioned at high altitudes (e.g. 36,000 km for MSG-2
satellite).

In remote sensing based rainfall estimation, the most commonly utilized parts
of the electromagnetic wave spectrum are the thermal infrared (TIR) and the
microwave (MW) channels. These channels produce complementary information
regarding rainfall that resulted in the development of combined TIR-MW based
approaches. Currently, MW sensors are mounted only on orbiting satellites while
TIR sensors are carried by orbiting as well as by geostationary satellites. It is noted
that other channels such as the Visible (VIS) and the Water vapor (WV) channels
are available as well but these are not used frequently despite that the channels have
a potential to provide additional and complementary information about cloud char-
acteristics (see, Lovejoy and Austin, 1979; Tsonis et al., 1996; and Tsintikidis et al.,
1999).

In TIR based rainfall estimation, rainfall rates are inferred from cloud top
surfaces. The underlying physical assumption is that relatively cold clouds are asso-
ciated with thick and high clouds that tend to produce high rainfall rates. (Haile
et al., 2010) described the limitation of these approaches: (i) different vertical pro-
files of clouds that result in different rainfall rates can have the same cloud top
temperature, and (ii) TIR based approaches assume that rain occurs when the cloud
top temperature is less than a selected threshold, e.g. (Griffith et al., 1978; Arkin
1979; Arkin and Meisner, 1987). As a result, the use of a constant temperature
threshold introduces errors to the rainfall estimation procedure. (Todd et al., 1995)
suggested the use of a TIR threshold that varies with geographic location and terrain
elevation.

MW based approaches are based on the concept that observed radiation in the
microwave frequencies is affected by atmospheric hydrometeors such as cloud
and precipitation droplets that cause augmentation of radiation due to emission
and attenuation of radiation due to absorption and scattering. As such, MW sen-
sors respond primarily to precipitation-size hydrometeors in the cloud profile and
therefore information from MW channels is much more direct as compared to infor-
mation from TIR channels. However, we note that in MW approaches rainfall at the
land surface cannot be retrieved directly. Currently, MW sensors are mounted only
on low-altitude orbiting satellites and therefore the observations are snapshots that
are available once or twice a day. Such observation frequency makes it difficult to
capture the temporal dynamics of clouds.

The need to improve the performance of TIR and MW based rainfall retrieval
approaches resulted in the development of combined approaches that benefit from
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the strengths of both data sources. Such algorithms combine and benefit from TIR
images at high temporal resolution and MW images that, compared to TIR, carry
more direct information about cloud and rainfall characteristics. Examples of such
approaches are PERSIANN (Hsu et al., 1997; Sorooshian, et al., 2000; Hong et al.,
2005), NRLgeo (Turk and Miller, 2005), TRMM 3B42 (Huffman et al., 2007). As
stated by (Haile et al., 2010), most of the rain products by these approaches are
available at spatial resolutions ≥ 0.25◦ and temporal resolutions ≥ 1 day which is
coarser than what is typically needed in hydrology and water resources. In addition,
the validation of these products is still a topic of ongoing research.

Reviews by (Stephens and Kummerow, 2007; Levizzani et al., 2002; Barrett and
Martin, 1991; Kidder and Vonder Haar, 1995; Petty, 1995) show that remote sensing
based approaches of rainfall estimation have several limitation that lead to inaccu-
rate rainfall estimates. In these reviews, the difficulty of validating remote sensing
based estimates is noted since the use of rain gauge data is too poor in terms of
resolution, reliability and in providing the spatial coverage of rainfall. Despite the
poor performance, remote sensing has found applications in rainfall studies mainly
since it provides a spatial coverage of rain producing clouds. Some applications of
remote sensing include: rainfall detection to study the diurnal cycle of rainfall (Dai,
2001; Imaoka and Spencer, 2000), to monitor and characterize clouds that produce
heavy rainfall (e.g. Feidas and Cartalis, 2001) and to analyze the scaling behaviour
of rainfall (Gebremichael et al., 2008).

Nesbitt and Zipser (2003) noted that the limitations of diurnal cycle studies of
rainfall revolve around (i) our inability to observe and quantify the true tropics wide
diurnal cycle of rainfall amount and convective intensity, and (ii) the use of numeri-
cal model simulations that do not allow the true representation of the diurnal cycle.
These limitations can be partly overcome by using remote sensing observations
which are consistently available with spatially continuous coverage.

In this study, first we evaluate the use of remote sensing observations for rain-
fall estimation. Next, we present the diurnal cycle of rainfall using ground based
observations and the diurnal cycle of convective activity using remote sensing obser-
vations in the Lake Tana basin, Ethiopia. Finally, the characteristics of a cloud
that produced extreme rainfall intensity over Lake Tana are derived from MSG-2
observations. These characteristics include cloud area and volume index as well as
temporal evolution of distance and direction of the centroid of a cloud mass from a
rain gauge at the Gurer Island in Lake Tana.

4.2 Methods

4.2.1 Rainfall Diurnal Cycle

The diurnal cycle of rainfall is commonly analysed by estimating the frequency
of rainfall occurrences that shows the percentage of rainy hours in a specific Local
Standard Time (LST) of a selected time period, see (Haile et al., 2009; Gebremichael
et al., 2007). The frequency of rainfall occurrences reads:
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Fj = 100

N∑

i=1
Xji

N
(4.1)

where: F is the frequency of rainfall occurrences in specific LST (%), X is a flag for
rainfall occurrence with X = 0 for non-rainy hours and X = 1 for rainy hours where
a rainy hour in this study is defined based on the observation resolution of the rain
gauges that is 0.2 mm. The index j indicates the LST under consideration while N is
the number of days in the selected time period.

Remote sensing images also have found applications in diurnal cycle assessments
of rainfall. For instance (Gebremichael et al., 2007) applied TRMM observations for
detection of the rainfall cycle. However, TRMM provides intermittent observations
of once or twice per day for a specific geographic location. Such introduces sam-
pling error to the assessments of the diurnal cycle. For such assessment, MSG-2 is
much more suitable since it observes a particular geographic location every 15 min.
The large number of observations allow for statistical analysis. It is noted that TIR
observations are proxy variables for the surface rainfall rate but by analysis of these
observations we can infer patterns of convective activity, see (Ohsawa et al., 2001;
Barros et al., 2004; Ba and Nicholson, 1998). In this study, the 10.8 μm brightness
temperatures are analysed to study the temporal and spatial patterns of convective
activity through a convective index (CI) that is defined as:

CIh = 100

[
N∑

i=1

ti

]

N−1 (4.2)

where t = 1 for Tl < T10.8 ≤ Tu, t = 0 for T10.8 ≤ Tl and T10.8 > Tu; N is
the number of observations at a specific LST over a selected time period. In this
study, the time period is from June 1 to August 25, 2007. We established indices
that correspond to (i) Tu < 210 k, (ii) Tu = 225 k and Tl = 210 k and (iii) Tu = 240
k and Tl = 225 k to account for high, mid and low level clouds, respectively.

4.2.2 Convective Cloud Tracking

Through the MSG-2 satellite, we monitored a single cloud system that produced
extreme rainfall in Lake Tana. Characteristics of the cloud that are monitored
include the distance and the direction of the cloud centroid from the exact loca-
tion of an automated rain recorder at Gurer Island in the lake, the cloud area and a
cloud volume index. The cloud characteristics are derived following the procedure
suggested by (Feidas and Cartalis, 2001); (Arnaud et al., 1992). The September 18,
2008 rain event is selected since the event produced extremely high intensity.

First, the centre of mass of the cloud is estimated. The coordinates of the centre
of mass read:
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Xc =

N∑

i=1
(Tb(TIR)i + Tb(WV)i)Xi

N∑

i=1
(Tb(TIR)i + Tb(WV)i)

,

Yc =

N∑

i=1
(Tb(TIR)i + Tb(WV)i)Yi

N∑

i=1
(Tb(TIR)i + Tb(WV)i)

(4.3)

where Xc and Yc are the coordinates of the centre of mass of the cloud, respectively;
i is a space index representing a pixel covered by a cloud; N is the number of cloudy
pixels; Tb is the brightness temperature at the 6.2 and 10.8 μm channels that are
the water vapour (WV) and thermal infrared (TIR) channels; and Xi and Yi are the
coordinates of the ith pixel covered by a cloud.

Next, the distance is measured from the centre of mass of the cloud to the location
of the island rain gauge in Lake Tana. This is repeated for each time step. The
direction is expressed in terms of an inclination, i.e. angle, which is measured from
a Y-axis, with its origin at the rain gauge location, to the line that joins the rain gauge
location and the centre of mass of the cloud. Positive direction indicates a clockwise
angle from the Y-axis.

Cloud area is estimated as the number of pixels covered by a cloud multiplied by
the size of a single pixel, i.e. 9 km2 for MSG-2. Cloud area indicates the potential of
the cloud to produce rainfall. Another indicator of the potential of a cloud to produce
rainfall is the volume index (VI) which reads:

VI =
N∑

i=1

ki(Tb0 − Tbi) (4.4)

where k is the number of pixels with equal brightness temperature while the other
terms are defined in previous paragraphs. Equation (4.4) is applied for both the
TIR and WV channel and the average VI is used to measure the cloud potential to
produce rainfall. We applied an arbitrarily chosen temperature threshold (Tb0) of
240 K.

4.3 Results

4.3.1 Rainfall Estimation

The results in this section are based on the work by (Haile and Rientjes, 2007).
Figures 4.1 and 4.2 illustrate that both daily minimum TIR brightness tempera-
ture (Tmin) and the Cold Cloud Duration (CCD) carry relevant information that
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Fig. 4.1 Daily rainfall vs. daily minimum TIR brightness temperature observations for August,
2005. a For D/Sina meteorological station. b For D/Birhan meteorological station. c For Adet
meteorological station

could be related to daily rainfall amounts. CCD is defined here as the duration
over which a cloud top temperature of less than 260 K is observed. As it is shown
in Fig. 4.1, a power law relationship between daily rainfall and daily minimum
brightness temperature (Tmin) observations can be established. Although the coef-
ficient of determination (i.e. R2) is not very low, the relationship between the two
variables is not very strong. Also the observed scattering indicates that the rela-
tion is non-unique since single brightness temperatures can be related to unequal
daily rainfall depths. Nevertheless, the minimum brightness temperature is indica-
tive towards daily rainfall amounts. For instance, for the considered stations, Tmin
of less than 210 K is most likely associated to a rainfall amount higher than
10 mm while Tmin of greater than 230 K corresponds to a rainfall amount of lower
than 5 mm.

The CCD is used as one of the indices for retrieval of daily rainfall amounts from
images. A major limitation with the CCD is that rainfall amount is related mainly to
the cloud duration. However, such assumptions could fail when convective clouds of
high rainfall intensity occur over a short period of time. In addition and as observed
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Fig. 4.2 Observed daily rainfall vs. daily CCD. a D/Sina. b D/Birhan. c Adet. d Six stations in the
Upper Blue Nile basin

in similar studies, results from our approach are affected by the applied temperature
threshold that varies with season and geographic position. In this study, the CCD
values are computed based on a brightness temperature threshold of 260 K to detect
rainfall from all types of clouds. It should however be understood that the thresh-
old is affected by many factors and also changes over meso-scale spatial domains
and season. However, several cloud indexing approaches use a constant threshold.
Figure 4.2 shows that the R2 value becomes lower when the relationship between
observed daily rainfall and CCD values is established for combined observations
from six stations as compared when the relationship is based on observations from
a single station.
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Table 4.1 Performance assessment of rainfall retrieval equations

Station Equation RE RMSE Rvar

23.889 CCD-0.8494 0.66 6.82 0.32
2 × 1024 Tmin–10.104 0.55 7.00 0.16

D/Birhan 35.28+15.55 CCD-0.15 Tmin 0.64 6.59 0.37
32.959 CCD+4.2181 0.56 10.74 0.32
4 × 1027 Tmin–11.398 0.48 10.25 0.54

D/Sina 72.82+16.81 CCD-0.3 Tmin 0.57 9.92 0.61
13.858 CCD+1.727 0.53 5.28 0.22
5 × 1035 Tmin–14.962 0.53 5.58 0.71

Adet 54.72+3.42 CCD-0.22 Tmin 0.48 4.60 0.41
16.147 CCD + 2.4117 0.71 9.59 0.02
6 × 1022 Tmin–9.4653 0.64 9.30 0.11
44.56+6.95 CCD-0.18 Tmin 0.68 8.10 0.22

Six stations 30.64+12.66 CCD-0.19 Tmin+0.006 Elv 0.62 7.44 0.34

Table 4.1 shows the least square based regression equations and the performance
indicators for rainfall estimation based on Tmin and/or CCD as explanatory vari-
ables. The performance of the applied regression equations is evaluated in terms of
the Relative Error (RE), Root mean Square Error (RMSE) and the Relative vari-
ance (Rvar). RE is the ratio of the absolute error to the average of the observed data
while Rvar is the ratio of the variance of the estimates to that of the observations.
The optimal value for RE is zero and that for Rvar is one. As it is shown in Table 4.1
the errors of the estimates are relatively high and are about half of the averages of
the observations. For the stations at D/Birhan and D/Sina, the Rvar and the RMSE
become closer to the desired value when the estimates are based on both Tmin and
CCD as compared to when only one of the two variables is considered. For the
station at Adet, the RMSE becomes smaller when both Tmin and CCD are used,
although the Rvar becomes closer to one when only Tmin is used.

Hydrological modeling requires spatial rainfall inputs that match the scale of the
surface spatial units that make up the model domain. This requires formulation of
a single relationship that is applicable to all elements that make up the land surface
domain. Table 4.2 shows such equations for the Upper Blue Nile basin as based
on rainfall observations for the month of August 2005 from six stations. The per-
formance indicator values in Table 4.2 illustrate that formulation of a single best
equation for the entire spatial domain requires additional explanatory variables for
instance elevation (Elv.) in order to yield better performance.

4.3.2 Diurnal Cycle

The diurnal cycle of the convective index over Lake Tana and Gilgel Abbay water-
shed is shown in Fig. 4.3. Gilgel Abbay is the major contributor to the inflow of Lake
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Table 4.2 Performance assessment of a single best rainfall retrieval equation

Equations RE RMSE Rvar

44.56+6.95 CCD-0.18 Tmin
D/Sina 0.68 6.79 0.22
D/Sina 0.62 12.17 0.18
Adet 0.52 4.8 0.39
30.64+12.66 CCD-0.19 Tmin+0.0056 Elv
D/Birhan 0.68 6.69 0.36
D/Sina 0.54 10.68 0.27
Adet 0.55 5.07 0.69

Fig. 4.3 Diurnal cycle of convective index for various temperature ranges of cloud top surface
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Tana (see Wale et al., 2009). Figure 4.3a shows the diurnal cycle of CI for a tem-
perature range between 225 and 240 K that represents low level clouds (LLC). The
figure shows that the diurnal cycle of LLC over the land surface of Gilgel Abbay and
over the lake area are somewhat different. The number indicates that cloud occur-
rence peaks at 1700 LST over the land surface and at 2300 LST over the lake. The
figure shows that CI values in Gilgel Abbay vary within a small range between 1700
and 2400 LST. Such suggests that LLC probably has long duration in the watershed.
Figure 4.3b shows the diurnal cycle of CI for a temperature range between 210 and
225 K which represent middle level clouds (MLC). The values of CI for MLC are
much smaller than the values for HLC. The pattern of the CI of Lake Tana for MLC
is similar to the pattern for LLC but over Gilgel Abbay, the diurnal cycle of CI for
these two types of clouds is somewhat different.

The heaviest rain rates are commonly produced by high level clouds (HLC) that
are thick. As such, understanding the diurnal cycle of HLC is important for many
applications. Figure 4.3c shows the diurnal cycle of MLC occurrence in terms of CI
for temperatures below 210 K. The figure shows that CI values are much smaller
than those for MLC and LLC but the pattern is similar to that of the MLC except for
small shifts in the time to peak. The CI of HLC peaks at 1800 LST and 2200 LST
in Gilgel Abbay and Lake Tana respectively, suggesting the difference in the time
of occurrence of heavy rainfall over the land and water surfaces.

4.3.3 Convective Cloud Tracking

In this section, we present the characteristic of the September 18, 2008 cloud that
produced extreme rainfall intensity. We used the brightness temperature difference
(BTD) which is defined as the difference between the brightness temperature at the
10.8 μm channel and the 6.2 μm channels (T10.8 − T6.2). Figure 4.4 shows the
distribution of the 1-min intensity (I1) and BTD of the (extremely) high that was
observed at the Island. The recorded rainfall intensity mostly ranges between 50
and 240 mm/h suggesting that the event had extremely heavy intensity throughout its
duration with the highest intensities observed towards the end of the event. The BTD
rapidly decreased towards zero when the rainfall commenced and became negative
for most of the event duration. Then, the BTD immediately increased when the
rainfall ceased.

The September 18 cloud was initiated between 1500 and 1600 LST at a distance
of about 90 km from the island, see Figs. 4.5a and 4.6. The minimum Euclidean dis-
tance between the centre of mass of the cloud and the location of the rain gauge
at the island is about 58 km which is observed at 1930 LST that is about 4 h
after the initiation of the cloud. Note that the extreme rainfall at the island was
observed between 1800 and 1937 LST. From 1930 onwards, the centroid of the
cloud has moved away from the island. As such, although an extreme rainfall is
observed at the Island, the center of mass of the cloud has never been over the Island.
This suggests the heaviest rainfall presumably occurred at locations other than the
Island.
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Fig. 4.4 The 1-min intensity and the brightness temperature difference (BTD) of the extreme
rainfall that was observed on September 18, 2008

Fig. 4.5 Characteristics of the September 18, 2008 cloud that produced an extreme rainfall. Note:
distance is measured from the island. The direction is expressed in terms of the angle that is mea-
sured from a y-axis, with its origin at the rain gauge location, to the line that joins the rain gauge
location and the centre of mass of the cloud. Positive angle indicates clockwise direction
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Fig. 4.6 The movement of the centroid of the cloud system with time. Note that: the centroids are
represented by hollow circles and the local standard time for each centroid is also shown

Figure 4.5b shows the direction of the centre of mass of the cloud with respect to
the rain gauge location at the island. Initially, the cloud centre was located south-east
that is 120◦ of the island. The cloud centre was located south of the island during the
time period, i.e. 18:00–19:37, at which the extreme rainfall was recorded. The cloud
moved to south-east of the island afterwards. Both the distance and the direction
of the cloud centroid show some trend suggesting that the timing and location of
the September 18, 2008 extreme event could have been predicted when applying a
technique of cloud tracking.

Figure 4.5c shows that the cloud area increases relatively rapidly as the cloud
approaches the island. However, the area increases relatively slowly as the cloud
moves away from the island and then it decreases afterwards. This suggests that
although the cloud lost some rainwater at the island, its potential to produce heavy
rainfall did not decrease immediately. We speculate that water vapour was extracted
from the lake area to condense at higher altitude in the cloud to become cloud water.
Such feedback causes the cloud to produce high rainfall rates.

The relation between cloud area and volume index is shown in Fig. 4.5d. The
relation shows a loop suggesting that the volume increases with an increase in cloud
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area during the cloud growth stage. The volume index decreased with a decrease
in the cloud area during the cloud dissipation stage. The relation suggests that the
volume index indicates the potential of a cloud to produce heavy rainfall however
the index can have two values for an equal cloud area with the higher potential
occurring during the growth stage. The largest value of the volume index occurred
15 min before the time to the largest value of the cloud area. This indicates that the
potential of the cloud to produce heavy rainfall decreases although the cloud area
increases towards the end of the growth stage. A similar observation is reported in
(Feidas and Cartalis, 2001).

4.4 Discussion and Conclusion

We assessed the potential of remote sensing to characterise rainfall and clouds.
Three topics are addressed: (i) rainfall estimation, (ii) rainfall detection for diurnal
cycle analysis, and (iii) monitoring of extreme rainfall producing clouds.

For rainfall estimation, 2 indexes are derived from TIR observations: Cold Cloud
Duration (CCD) and daily minimum temperature (Tmin) of cloud top surface. CCD
indicates the duration over which a cloud is observed in a day while Tmin indi-
cates the altitude of a cloud top surface. It is shown that CCD and daily rainfall
are directly related but the R2 values are found to be small and range between 0.15
and 0.32. The relationship between Tmin and daily rainfall are inversely related by
a power law relation. The R2 between Tmin and daily rainfall is relatively large
and ranges between 0.42 and 0.61. The analysis indicates that daily rainfall exceeds
10 mm when Tmin of a cloud top surface is lower than 210 K while rainfall amounts
of lower than 5 mm are generated by clouds with Tmin of higher than 230 K.
Results indicate that formulation of a single best equation of rainfall estimation
for the entire spatial domain requires additional explanatory variables, for instance,
terrain elevation.

The diurnal cycle of rainfall over Lake Tana and over its major tributary (Gilgel
Abbay watershed) is compared using a convective index (CI) that is established
using TIR observations. The CI shows a clear difference between the pattern of the
rainfall diurnal cycle over the lake and the land surface which suggests a difference
in the rain generation mechanisms over the two surfaces. CI peaks in the night over
the lake while it peaks in the afternoon over the land surface. The analysis also
shows that low level clouds occur much more frequently in the study area than high
level clouds.

Although TIR observations are the most commonly used remote sensing observa-
tions in rainfall estimation, we showed that brightness temperature difference (BTD)
between TIR and WV channels provides additional information about surface rain-
fall intensities. It is shown that the BTD values rapidly decreases towards zero when
the rainfall commences and becomes negative for most of the rain event duration.
Then, the BTD value increases directly when the rainfall ceased. Such information
is relevant for remote sensing based rainfall estimation.
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We used TIR and WV brightness temperatures to monitor the characteristics of
a cloud that produced extreme rainfall over Lake Tana. These characteristics are the
distance and the direction of the cloud centre of mass with respect to the location
of Gurer Island in Lake Tana. The analysis indicates that the heaviest rainfall from
the cloud is generated at locations somewhat far from the Island although extreme
rainfall is recorded at the Island.

The area covered by the cloud is monitored by using remote sensing observations.
The analysis showed that the centre of mass of the cloud increased despite a loss of
rain water when the cloud approaches Lake Tana. Such an increase in cloud area
suggests the supply of moisture by Lake Tana that enhanced the water content of
the cloud. The relationship between the volume index and the cloud area shows
that although the potential of the cloud to produce rainfall decreases during the
dissipation stage of the cloud, the cloud area still increases.

Overall, the results indicate the potential of remote sensing observations for rain-
fall studies. Remote sensing can be very helpful in estimating rainfall, assessing
diurnal cycle and monitoring heavy rainfall producing clouds. Such potential of
remote sensing observations is mainly because the observations are consistently
available with spatial continuous coverage.
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Chapter 5
Evaluation of Satellite Rainfall Estimates and
Gridded Gauge Products over the Upper Blue
Nile Region

Tufa Dinku, Stephen Connor, and Pietro Ceccato

Abstract A relatively dense station network over the Ethiopian highlands is used
to evaluate the accuracy of some satellite rainfall estimates and gridded raingauge
products. The satellite rainfall estimates evaluated are GPCP, CMAP, RFE, TRMM-
3B42, and CMORPH. These products are evaluated at monthly, ten-daily, and daily
accumulations and spatial resolutions of 2.5◦, 1◦, 0.5◦ and 0.25◦ lat/long. The two
gridded raingauge analyses evaluated are from the Global Precipitation Climatology
Centre and University of East Anglia. These monthly products were evaluated at
spatial resolutions of 2.5◦, 1◦, and 0.5◦. While satellite rainfall estimates at monthly
and ten-daily time scale showed good agreements with the reference raingauge
data, results for daily accumulations were not as good. However, the daily products
performed reasonably well in detecting the occurrence of rainfall. Very good agree-
ments were observed between the gridded raingauge analyses and the reference
raingauge data.

Keywords: Satellite · Rainfall estimation · Gridded products

5.1 Introduction

Rainfall data is the main input into any hydrological model. However, there are
two main problems with regards to access to rainfall data over most of Africa. The
first problem is that the available station network is very sparse. Second, access to
the available data is very limited particularly outside the individual countries. As a
result, many researchers use either satellite data or gridded rainfall products, which
are freely available from different centers. However, the qualities of these products
need to be evaluated. An extensive evaluation of different satellite rainfall estimates
at different temporal and spatial scales, and gridded monthly rainfall products at dif-
ferent spatial scales has been performed over the upper Blue Nile basin (Dinku et al.,
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2007, 2008a, b). This chapter is a summary of these papers with some more addi-
tional analyses. The additional analyses include comparison of the satellite rainfall
estimates and the gridded raingauge products.

The satellite products were evaluated in three different groups. The first group
consists of monthly products at a spatial resolution of 2.5◦ lat/long. Here results are
presented for the Global Precipitation Climatology Project (GPCP, Huffman et al.,
2007; Adler et al., 2003) from the National Aeronautic and Space Administration
(NASA), and the National Oceanographic and Atmospheric Administration-Climate
Prediction Centre (NOAA-CPC) Merged Analysis (CMAP, Xie and Arkin, 1997;
Xie et al., 2007). The second group of the satellite products were evaluated at ten-
daily aggregation and spatial resolution of 1◦ lat/long. Results are summarized for
NOAA-CPC African Rainfall Estimation Algorithm (RFE, Herman et al., 1997; Xie
et al., 2002), the “TRMM and Other Satellites” product (TRMM-3B42, Huffman
et al., 2007), and the CPC morphing technique (CMORPH, Joyce et al., 2004). In
third group, the same satellite products are evaluated at daily time scale and spatial
resolutions of 1◦, 0.5◦ and 0.25◦.

Results are also presented for two monthly gridded raingauge products at spa-
tial resolutions of 0.5◦, 1◦ and 2.5◦. These products are the Global Precipitation
Climatology Centre (GPCC, Fuchs et al., 2007) and a product from the Climate
Research Unit at the University of East Anglia (UEA, Mitchell and Jones, 2005) in
UK. The GPCC has three different products, which include the monitoring, full-data
analysis, and 50-year climatology. Here only the full-data analysis, which uses the
most number of gauges, is evaluated. The reader may refer to Dinku et al. (2008b)
for the detailed evaluation of the other GPCC products.

5.2 Study Region

The study region is located over the Ethiopian highlands (box in Fig. 5.1) and
includes the source of the Blue Nile. This region has a very complex topography.
The main topographic features of the region are mountain chains, the Blue Nile
gorge and part of the East African Rift Valley. Topography plays a significant role in
the climate of the region by creating diverse microclimates ranging from hot deserts
in the Blue Nile gorge to relatively cold temperature over the Semen Mountains.
The main rainy season is June to August, when most of the country receives its rain-
fall. Part of the validation region also receives rainfall during March to May. Most
of the rainfall is associated with the south-north movement of the Inter Tropical
Convergence Zone (ITCZ). However, the spatial and temporal distributions of the
rainfall over this region are very much modulated by the very complex topography.

5.2.1 Raingauge Data

Raingauge data for about 150 stations were obtained from the National
Meteorological Agency (NMA) of Ethiopia. The distribution of the raingauge sta-
tions used in the current investigation is shown Fig. 5.1. Monthly rainfall data from
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Fig. 5.1 Geographic location of the study region, the “+” signs represent station locations, while
shading shows the elevation. The dark box shows stations used for the current validation work

1981 to 2004 were used to evaluate the monthly satellite and gridded products, while
data from summer months of 2003 and 2004 were used for evaluating satellite rain-
fall estimates at daily and ten-daily time scales. The NMA performs routine quality
check on their data, but further quality checks were performed to insure the quality
of the reference data. The different quality check procedure applied to the rain-
gauge data are described in Dinku et al. (2008a, b). After the quality control, the
raingauge data were gridded onto regular 0.1◦ × 0.1◦ lat/long grids using clima-
tologically aided interpolation (Willmott and Robeson, 1995). Then the 0.1◦ pixels
were averaged over 0.25◦, 0.5◦, 1.0◦, and 2.5◦, grids for comparison with the satel-
lite estimates and the gridded raingauge products. Only 0.25◦, 0.5◦, 1.0◦, and 2.5◦
grid boxes with at least, 1, 1, 3 and 20 gauges, respectively, were used to evaluate
the different products. The minimum number of gauges per grid used here is just
intuitive, and was done in order to improve the quality of the reference data.

5.2.2 Satellite Data

This section provides brief descriptions of the different satellite rainfall products
evaluated here. References are provided for readers interested in more details of
the different products. Readers interested in the different aspects of satellite rainfall
estimation may also refer to, among many others, Levizzani et al. (2002, 2007) and
Gruber and Levizzani (2008).
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Five satellite rainfall products are evaluated here. The first two products, GPCP
and CMAP, are availabl at monthly time scale and spatial resolution of 2.5◦ lat/long.
The other three products are RFE, TRMM-3B42, and CMORPH. RFE is pro-
vided at a spatial resolution 1.0◦, and daily accumulation, while TRMM-3B42 and
CMORPH are available as three-hourly accumulations and spatial resolution of
0.25◦ lat/long. The later three products are selected for presentations here because
they are widely used products. These satellite estimates also represent different lev-
els of algorithm sophistication with RFE being a relatively simple one, while 3B42
and CMORPH employ more sophisticated algorithms. The RFE and 3B42 prod-
ucts utilize raingauge data obtained through the Global Telecommunication System
(GTS) for adjusting the satellite estimates. However, the use of gauge observations
in 3B42 is indirect. The current version of CMORPH does not have any gauge
inputs. The other difference among these products is that CMORPH does not include
thermal infrared (TIR) rainfall estimates, while TIR rainfall estimates are the main
component of the RFE and 3B42 products. Some characteristics of these satellite
products are presented in Table 5.1.

The GPCP algorithm combines precipitation estimates from TIR and passive
microwave (PM) sensors, and raingauge observations (Huffman et al., 1997; Adler
et al., 2003). The main sources of the TIR data are the different Geostationary
Meteorological Satellites though data from polar-orbiting satellites are also used to
fill in the gaps at higher latitudes. The PM data come mainly from the Special Sensor
Microwave Imager (SSM/I). The PM estimates are used to adjust the TIR-based GPI
(Global precipitation index) estimates. Then the multi-satellite estimate is adjusted
toward the large-scale gauge average for each grid box. The gauge-adjusted multi-
satellite estimates are then combined with gauge analysis using a weighted average,
where the weights are the inverse error variances of the respective estimates. The
current version (V2.1) uses raingauge analyses from GPCC. The GPCC full-data
analysis product (Fuchs et al., 2007) is used from 1979 to 2007, while the monitor-
ing product is used there after (Huffman et al., 2009). The use of the GPCC full-data
analysis product, which contains much more number stations than the other GPCC
products (Fuchs et al., 2007) is the main strength of the current version of GPCP.

The CMAP algorithm combines TIR estimates, PM retrievals and raingauge
observations (Xie and Arkin, 1997; Xie et al., 2007). The merging technique
involves two major steps: first, TIR and PM rain estimates are merged using a

Table 5.1 Summary of the satellite products evaluated here; the PM and Gauge columns indicate
whether the product includes passive microwave or gauge observations

Product Time aggregation Space res. Starting date PM Gauge

GPCP Monthly 2.5◦ 1979 Y Y
CMAP Monthly 2.5◦ 1979 Y Y
RFE Daily 0.10◦ 1995 Y Y
TRMM-3B42 3-hourly 0.25◦ 1998 Y Y
CMORPH 3-hourly 0.08◦ 2003 Y N
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maximum likelihood approach, where the linear coefficients are inversely propor-
tional to the squares of the local random error of the individual estimate. Raingauge
observations are used in the second step to remove biases and are also merged
with the product from first step. The implemented blending technique assumes that
the combined satellite estimates represent the spatial structure of the precipitation
distribution and that there is no bias in gauge observations.

The RFE algorithm combines PM rain retrieval, rainfall estimates from
METEOSAT TIR data, and daily rainfall observations from GTS. The TIR algo-
rithm uses a single threshold (235 K) to discriminate between raining and non-
raining clouds. This threshold is used to compute cold cloud duration (CCD) from
half-hourly TIR observations. Then a single parameter set is used to convert CCD
into rain rates.

The TRMM-3B42 product is one of the outputs from the TRMM multi-satellite
precipitation analysis (TMPA) algorithm (Huffman et al., 2007). This algorithm
combines TIR data from geostationary satellites, PM data from different sources,
and GTS gauge reports. The PM sources include TRMM microwave imager (TMI),
SSM/I, Advanced Microwave Sounding Unit (AMSU), and Advanced Microwave
Sounding Radiometer-Earth Observing System (AMSR-E). The TRMM-3B42
product is created in four steps: (1) the PM estimates are calibrated and combined,
(2) TIR precipitation estimated are created using the PM estimates for calibration,
(3) PM and TIR estimates are combined, and (4) the data is rescaled to monthly
totals whereby gauge observations are also used indirectly.

The CMORPH algorithm (Joyce et al., 2004) is a technique whereby PM rain-
fall estimates are interpolated in space and time using motion vectors derived from
half-hourly TIR observations. This algorithm starts with the time sequence of fea-
ture motions from the TIR data, and then this information is used to compute the
displacement vector for morphing from one instantaneous microwave estimate to
the next. This enables CMORPH to combine the better rainfall estimation accuracy
of PM estimates with TIR observations at higher temporal and special resolution.
The final output from the CMORPH algorithm is still a PM-only product.

5.2.3 Gridded Gauge Products

Two gridded raingauge products are compared here. These are GPCC full-data anal-
ysis product (GPCC for short), and the product from the Climate Research Unit at
the University of East Anglia (UEA). The GPCC also has other products (Fuchs
et al., 2007; Schneider et al., 2008). Here we use the full-data analysis, which is a
product with the maximum number of raingauge input. The other GPCC products
have also been evaluated over the current validation region (Dinku et al., 2008b).
The GPCC and UEA products are selected for evaluation here because of their
wide use. Also the GPCC products are updated from time to time, though irreg-
ularly. Dinku et al. (2008b) have also compared these two products over the current
validation region with another similar gridded product.
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Fig. 5.2 Average number of gauges per 2.5◦ grid box for reference data and the two gridded
products (modified from Dinku et al., 2008b)

The GPCC full-data product uses significant number of stations (10,000–45,000)
from near-real-time and non-real-time data in the GPCC database (Fuchs et al.,
2007; Schneider et al., 2008). The GPCC product is updated irregularly, and the
current version (V4), covers the period from 1901 to 2007 at spatial resolutions of
0.5◦, 1◦ and 2.5◦ (Schneider et al., 2008). The UEA product used here is the CRU TS
2.1(Mitchell and Jones, 2005). Precipitation is of one of the nine climate variables
generated by UEA, and it is available at a spatial resolution of 0.5◦. Both the GPCC
and UEA processing includes rigorous quality checking procedures. The number
of gauges used in these products varies significantly for different regions and over
different years. The mean number of gauges used by these products between 1981
and 2004 over the current study region is shown in Fig. 5.2. Comparison with the
number of gauges used in the reference data set shows that, at least for this region,
the products do not have access to all available gauges in a timely manner. And the
number of raingauge stations used in the reference data is only a small fraction of
the stations managed by NMA.

5.3 Evaluation of Gridded and Satellite Rainfall Products

The different rainfall products are evaluated in two groups. The first group con-
sists of monthly accumulations of satellite rainfall estimates (GPCP and CMAP)
and gridded raingauge products (GPCC and UAE). The two satellite products
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are compared with each other and the gridded products at a spatial resolution of
2.5◦ lat/long. The gridded products are also compared with each other at spatial
resolutions of 1◦ and 0.5◦. The second comparison deals with daily and ten-daily
accumulations of satellite rainfall estimates (RFE, 3B42 and CMORPH). The ten-
daily products are compared at 1◦ spatial resolution, while the daily products are
evaluated at 0.25◦, 0.5◦, and 1◦.

Standard validation statistics are used to evaluate the different products. These
include linear correlation coefficient (CC), multiplicative bias (Bias), mean absolute
error (MAE), probability of detection (POD), false alarm ratio (FAR), and Heidke
Skill Score (HSS). The description of these statistics is given in different references
(e.g. Wilks, 2006) including a good online document at (http://www.bom.gov.au/
bmrc/wefor/staff/eee/verif/verif_web_page.html). The CC, Bias, MAE and Eff are
used to evaluate the performance of the products in estimating the amount of rain-
fall, while POD, FAR, and HSS are used only for daily rainfall to asses the rainfall
detection capabilities of the satellite products.

Here one may wonder why the gridded reference gauges should be used to
evaluate another gridded product (GPCC or UEA). The main advantage of the ref-
erence data is that it uses more number of gauges compared to the global products
(Fig. 5.2). Additional strengths of the reference data include (Dinku et al., 2008b):

– Monthly rainfall totals of the reference data were constructed from daily values,
which helped to avoid the problem of missing data;

– The data were obtained directly from NMA archives, which helped to avoid usng
data from different sources and problems associated with transmitting data via
GTS;

– Local knowledge was used during the rigorous quality checking procedures. This
may not be available to the global products; and

– Only grid boxes with raingauges were used for comparison.

5.3.1 Evaluation of Monthly Satellite and Gridded
Rainfall Products

Table 5.2 compares error statistics for the two gridded products and the two satellite
estimates at monthly time scale and a spatial resolution of 2.5◦. All the products
exhibit good agreement with the reference raingauge data with high correlations,
low biases, low random errors, and good skills (high Eff values). There are no sig-
nificant differences among the different products except that the satellite estimates
exhibit some underestimation. These products are also compared in Fig. 5.3. The
satellite products underestimate rainfall over 200 mm while the gridded products do
not show any bias. The UEA product has more scatter compared to GPCC, which is
also reflected in the MAE values in Table 5.2.

The strength of the satellite products is the better spatial coverage while the grid-
ded products are based on actual raingauge observation. Thus, optimal combination
of the two different products may yield a better data product than the individual
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Table 5.2 Comparison of error statistics for the two gridded products (UEA and GPCC) and the
two satellite products (GPCP and CMAP) at monthly time scale and a spatial resolution of 2.5◦
lat/long

UEA GPCC GPCP CMAP

CC 0.95 0.97 0.96 0.96
Bias 1.02 1.00 0.95 0.97
MAE 19.7 15.0 18.7 17.5
Eff 0.91 0.93 0.92 0.92

Fig. 5.3 Comparison of GPCP, CMAP, UEA, and GPCC products with validation raingauge data
at monthly time scale and spatial resolution of 2.5◦

satellite or gridded products. The two satellite products evaluated here already use
some raingauge observation to remove biases and then combine the gauge obser-
vations with the satellite estimates. However, these satellite products use only data
obtained through the Global Telecommunication System (GTS), which is a very
small fraction of what is used in the GPCC and UEA products. Thus, it would be
very interesting to see what difference it would make if the GPCC product were
combined with one of the satellite products. This has already been done for the latest
version (V2.1) of GPCP, which incorporates the GPCC full-data product (Huffman
et al., 2009). The GPCP product we have already seen is version 2(V2). The two
GPCP versions are compared with GPCC in Figs. 5.4 and 5.5 and Table 5.3. The
two Figures show that in most cases the latest version (V2.1) of GPCP performs
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Fig. 5.4 Comparison of the current (V2.1) and previous (V2) versions the GPCP product and
GPCC at monthly accumulation and 2.5◦ spatial resolution

better than both the previous version (V2) and the gauge-only product (GPCC).
To start with, the underestimation of high rainfall rates observed in V2 does not
appear in V2.1. In fact V2.1 shows slight overestimation (Table 5.3). The scatter
plot shows that GPCP V2 and GPCC have higher random errors compared to GPCP
V2.1, which is also reflected in the higher MAE values in Table 5.3. GPCC V2.1
has also higher CC and Eff values. These results show the value of combining the
satellite estimates with available raingauge observations.

Figure 5.5 compares the time series of the two GPCP versions and GPCC with
the reference raingauge data for two different periods. The top panel represents the
period 1981–1983 with relatively more number of gauges used in the GPCC product
(Fig. 5.2). The lower panel represents the period 1998–2000, where the GPCC prod-
uct used less number of stations over Ethiopia. Both panels show that the products
do represent the monthly variation of the rainfall reasonably well. As expected, the
discrepancy between the reference raingauge data and the products is more during
the second period. But the performance of GPCP V2.1 is very good even during the
second period, except for the slight overestimation of wet season rainfall amounts.
Figure 5.6 compares the performance of the three products for the two main rainy
seasons, March to May (MAM) and June to August (JJA). There are no significant
differences except that the biases are slightly higher during MAM.

The monthly gridded raingauge products are also available at spatial resolutions
of 1◦ and 0.5◦ lat/long. Table 5.4 and Fig. 5.7 compare the performance of the
two gridded products at 1.0◦ resolution. The results are similar except that GPCC
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Fig. 5.5 Time series of area-average rainfall for the different products during two different peri-
ods: the number of gauges used in the products is much higher in upper panel as compared to the
lower one
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Table 5.3 Comparison of the previous (V2) and current (V2.1) versions of GPCP and the GPCC
products at monthly time scale and a spatial resolution of 2.5◦

GPCP V2 GPCP V2.1 GPCC

CC 0.96 0.99 0.96
Bias 0.95 1.05 1.00
MAE 18.7 11.0 15.0
Eff 0.92 0.98 0.93

Fig. 5.6 Comparison of the correlation coefficient, bias, and Eff statistics for the different products
and for two rainy seasons (March to May (MAM), and June to August (JJA))

exhibits slightly lower random error and better skill. Figure 5.8 compares the time
series of different statistics (correlation, Efficiency, and MAE) for UAE and GPCC.
This comparison is done for a single 1◦ × 1◦ grid with a maximum number of
stations; thus, it may not represent the whole region. The first observation is that for
this specific pixel GPCC consistently outperforms UEA. The second observation
is that though the performances of the products seem to vary from year to year,
there are no significant trends in correlation and Eff. The random error (MAE) does
show an increasing trend, and all values for the year 2000 are bad particularly for
GPCC. This is because of the small number of gauges used in the products (Fig. 5.2).
The evaluation of the UEA and GPCC products at a spatial resolution of 0.5◦ is
presented in Table 5.5 and Fig. 5.9. Again GPCC has a slightly better performance.
As expected, the accuracy of the products has deteriorated compared to results at the
coarser resolutions. The scatter in Fig. 5.9 is wider compared to those in Figs. 5.3
and 5.7. The statistics in Tables 5.2 and 5.4 are also better than those in Table 5.5.
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Table 5.4 Comparison of
UAE and GPCC products at
spatial resolution of 1◦

UEA GPCC

CC 0.91 0.92
Eff 0.81 0.84
Bias 1.02 0.99
MAE 28.3 21.9

Fig. 5.7 Scatter plot comparing the performance of UAE and GPCC with respect to the reference
data at a spatial resolution of 1.0◦

But the differences are larger between results for 2.5◦ and 1.0◦ resolutions than
between 1.0◦ and 0.5◦ resolutions, which corresponds to the differences in spatial
resolutions.

5.3.2 Evaluation of Ten-Daily and Daily Satellite Rainfall Products

Three satellite products are evaluated at different spatial and temporal resolutions.
First, 10-day (dekadal) totals are evaluated at spatial resolution of 1.0◦ lat/long.
Then daily estimates are compared at spatial resolutions of 0.25◦, 0.5◦, and 1◦.
The satellite products evaluated in this section are RFE, CMORPH, and TRMM-
3B42 (3B42 for short). The evaluation of ten-daily estimates at 1◦ spatial resolution
is presented in Table 5.6 and Figs. 5.10 and 5.11. The CMORPH and 3B42
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Fig. 5.8 Year-to-year
variations of the correlation
coefficient, bias and MAE
statistics for the UEA and
GPCC products at 2.5◦ spatial
resolution

estimates exhibit good performance with good correlation coefficients, low biases,
and good skills (Table 5.6). The random error increases with rainfall amount
(Fig. 5.10). Though not as good as the monthly aggregations, the satellite estimates
do capture the decadal variation of the rainfall (Fig. 5.11). On the other hand, the
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Table 5.5 Comparison of
UAE and GPCC products at
spatial resolution of 0.5◦

Error Stat for 0.5◦

UEA GPCC

CC 0.89 0.90
Eff 0.78 0.80
Bias 1.02 0.99
MAE 47.4 44.6

Fig. 5.9 Comparing the performances of UEA and GPCC gridded products at a spatial resolution
of 0.5◦

performance of RFE is very poor. Both Table 6 and Figs. 5.10 and 5.11 show severe
underestimation by RFE. Table 5.6 also shows that RFE does not seem to have any
skill (negative Eff values). The problem with RFE is the fixed temperature threshold
used in the algorithm and that fact that the validation region is dominated by warm
orographic rainfall process (Dinku et al., 2008a). The CMORPH product shows the
best performance with high correlation and Eff values, low bias values (Table 5.6)
and better correspondence with gauge in Figs. 5.10 and 5.11.

The comparison of daily satellite rainfall estimates at spatial resolutions of 0.25◦,
0.5◦ and 1.0◦ lat/long is presented in Fig. 5.12. The upper panel uses correla-
tion coefficient and bias statistics to assess the capability of the different products
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Table 5.6 Validation satellite rainfall estimates at ten-daily accumulation and spatial resolution
of 1◦

RFE 3B42 CMORPH

CC 0.72 0.72 0.83
Bias 0.52 0.95 1.01
RMS (%) 57.43 35.40 32.76
EFF –0.63 0.38 0.47

Fig. 5.10 Comparison of RFE, 3B42 and CMORPH at ten-daily accumulation and spatial
resolution of 1◦

to estimate rainfall amount, while the lower panel uses POD, FAR and HSS to
assess how good the products are in detecting rainfall. All the statistics, except
bias, improve with more spatial averaging (coarser resolution). The improvement is
more so for CC and FAR. The correlation coefficients show poor agreement between
the satellite estimates and the raingauge measurements. All products underestimate
rainfall amount with sever underestimation by RFE. However, all the products,
including RFE, show good skill in detecting the occurrence of rainfall. The POD
values range from 73 to 82% at 0.25◦ resolution, and 76–89% at 1◦. The FAR val-
ues are low at all the three resolutions. The HSS values also show that the skill of
the satellite rainfall products in detecting rainfall occurrence is much better than
random chance. Again the CMORPH exhibits the best performance while RFE’s
performance is the poorest for the current validation region.



124 T. Dinku et al.

Fig. 5.11 Comparison of ten-daily variation of the satellite rainfall estimates with the reference
raingauge data for a 1◦ × 1◦ grid box. The horizontal axis represents dekads (10- or 11-day periods)
from dekad 16 (June 1st dekad) to dekad 27( August 3rd dekad) for 2003 and 2004

5.4 Summary and Conclusions

Five satellite rainfall estimates and two gridded raingauge products were evaluated
over the upper Blue Nile basin. The validation region is located over part of the
Ethiopian highlands. The evaluated satellite rainfall estimates were GPCP, CMAP,
RFE, TRMM-3B42, and CMORPH. The GPCP and CMAP products were evaluated
at monthly time scale and spatial resolution of 2.5◦, while the rest of the satellite
products were evaluated at ten-daily, and daily accumulations and spatial resolutions
of 1◦, 0.5◦ and 0.25◦ lat/long. The two gridded rainfall products (GPCC UEA) were
compared with the reference gauge data and with GPCP and CMAP at monthly
accumulation and spatial resolution of 2.5◦. These two gridded products were also
compared with the reference gauge data at spatial resolutions of 1.0◦ and 0.5◦.

The performances of GPCP and CMAP were very good with high correlation
coefficient (0.96) and very good skill (Eff = 0.92). The performances of TRMM-
3B42 and CMORPH were reasonably good at ten-daily time scale. At daily time
scale, these products are good only in detecting the occurrence of rainfall, and poor
in estimating rainfall amounts. The RFE product performed very poorly both at
ten-daily and daily time scales. The poor performance was ascribed to RFE’s fixed
temperature threshold, which does not take orographic rainfall into account. Good
agreements were observed between the gridded products and the reference rain-
gauge data with average correlation coefficients of 0.99, 0.92, and 0.90 at spatial
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Fig. 5.12 Comparison of daily satellite rainfall estimates at spatial resolutions of 0.25◦, 0.5◦ and
1.0◦ lat/long. The upper panel uses correlation coefficient and bias statistics to assess the capability
of the different products in estimating rainfall amount, while the lower panel uses POD, FAR and
HSS to assess how good the products are in detecting the occurrence of rainfall

resolutions of 2.5◦ 1.0◦, and 0.5◦, respectively. The skills of the two products were
also very good with average Eff values of 0.92, 0.83, and 0.79 at spatial resolutions
of 2.5◦ 1.0◦, and 0.5◦, respectively. There were no significant differences between
the monthly satellite estimates and the gridded raingauge products.
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Comparison of the current version of GPCP with its previous version and the
GPCC product has shown that combining satellite estimates and gridded raingauge
products could yield a more accurate data product. As many countries in Africa
have much more stations than the maximum number of stations used in the gridded
products, these could be used to improve the accuracy satellite estimates (including
ten-daily and daily estimates) over the individual countries. There is an ongoing
project in Ethiopia to do just that. Here all available gauges are used for calibrating
a selected satellite algorithm and then blending with the satellite estimate. The final
product will be a 30-year time series of blended rainfall product at ten-daily time
scale and spatial resolution of 10 km.
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Chapter 6
Are Satellite-Gauge Rainfall Products Better
than Satellite-Only Products for Nile Hydrology?

Menberu M. Bitew and Mekonnen Gebremichael

Abstract The objective of this study is to compare the performances of
two rainfall products (with resolutions of 3-h, 0.25◦×0.25◦) developed by
the Tropical Rainfall Measuring Mission (TRMM) Multi-satellite Precipitation
Analysis (TMPA) method: TMPA 3B42RT (a real-time version that does not include
any rain gauge data) and TMPA 3B42 (a research version that combines TMPA
3B42RT with global rain gauge data). These products are separately used as input
into the SWAT hydrological model to simulate daily streamflow for two adjoining
watersheds (Koga with drainage area of 299 km2, and Gilgel Abay with a drainage
area of 1,656 km2) in the Ethiopian part of the Nile basin, and the simulations
are then compared to observed streamflow. Results turn the conventional notion
on its head: the satellite-only TMPA 3B42RT products are found to be much better
than the satellite-gauge TMPA 3B42 products in terms of their ability in repro-
ducing daily streamflow. Nile hydrologist are advised to use TMPA 3B42RT over
TMPA 3B42. Algorithm developers are advised to take a deeper look into their bias
adjustment techniques especially in mountainous topography and rain gauge sparse
regions.

Keywords Satellite rainfall · TMPA · SWAT · Uncertainty

6.1 Introduction

The growing availability of high resolution satellite rainfall products is making
them an alternative source of rainfall data for rainfall-runoff modeling, especially in
regions such as the Nile basin where ground-based rainfall measuring instruments
are lacking. The concept behind the high resolution satellite rainfall algorithms is
to combine information from the more accurate (but infrequent) microwave (MW)
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with the more frequent (but indirect) infrared (IR) to take advantage of the com-
plementary strengths. The combination has been done in a variety of ways leading
to a variety of satellite rainfall products. Probably the most popular products are
derived based on the Tropical Rainfall Measuring Mission (TRMM) Multi-satellite
Precipitation Analysis (TMPA; Huffman et al., 2007) method developed at the
National Aeronautics and Space Administration (NASA) Goddard Space Flight
Center (GSFC). The TMPA rainfall products, covering the global latitude belt
50◦S–50◦N at a high resolution (3-h, 0.25◦ × 0.25◦), are available in two versions: a
real-time version (TMPA 3B42RT, or 3B42RT for short) and a gauge-adjusted post-
real-time research version (TMPA 3B42, or 3B42 for short). The main difference
between the two versions is the use of monthly rain gauge data for bias adjustment
in the 3B42 version. The 3B42 products are released 10–15 days after the end of
each month, and the 3B42RT are released about 9 h after overpass.

Given a variety of satellite rainfall products, an important question users often
face is which product(s) to use. Herein, our focus is on assessment of the added
value, or its lack, from incorporating rain gauge information into the 3B42 product
relative to the 3B42RT. Very recently, Habib et al. (2009) compared the perfor-
mances of 3B42 and 3B42RT rainfall estimates during six heavy rainfall events in
Louisiana, United States, by using rainfall data from a dense rain gauge network
and weather radar as a ground reference. They reported that the 3B42 product had
better performance than the 3B42RT, and that both products underestimated large
rain rates. Nonetheless, there is a concern that the improved accuracy of 3B42 over
3B42RT is attributable to the reasonably dense rain gauge network of the United
States, and that similar level of improvement may not be achieved in many parts of
the world where dense rain gauge networks do not exist.

Our objective is to compare the performances of 3B42 and 3B42RT products in
a rain gauge sparse region, with the goal of providing insight to the user commu-
nity on the appropriate satellite rainfall product for hydrological applications and to
the algorithm developers on the consequence of incorporating rain gauge data into
satellite rainfall products where such rain gauge data are sparse. Our approach is
to use 3B42 and 3B42RT rainfall estimates separately as inputs in the hydrological
modeling of two watersheds with drainage areas of 299 km2 (Koga) and 1,656 km2

(Gilgel Abay) in the mountainous part of the Nile basin in Ethiopia, and compare the
simulations to the observed streamflow. The hydrologic model chosen for this study
is the Soil and Water Assessment Tool (SWAT), which is popular freely available
software with comprehensive functionalities.

6.2 Data and Method

6.2.1 Study Region

The study region consists of two gauged adjoining watersheds located in the
mountainous part of the Nile basin in Ethiopia (Fig. 6.1): Koga has a drainage
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Fig. 6.1 Koga and Gilgel watersheds in the mountainous part of the Nile basin in Ethiopia:
topographic elevation, 3B42 and 3B42RT grids, and stream gauge location

area of 299 km2 and is located within 37◦2′E– 37◦20′E and 11◦8′N–11◦25′N,
Gilgel Abay has a drainage area of 1,656 km2 and is located within 36◦48′E–
37◦24′E and 10◦56′N–11◦23′N. The climate is semi-humid with a mean annual
rainfall of 1,300 mm, more than 70% of which falls in the summer monsoon
season. The watersheds have complex topography with elevations ranging from
1,880 m.a.s.l. to 3,530 m. Land use is dominated by cropland and grassland, and
soil is predominantly fine-textured.

6.2.2 SWAT Hydrologic Model

SWAT, developed by the United States Department of Agriculture (USDA) –
Agricultural Research Service (ARS) (Arnold et al., 1998), is a continuous, semi-
distributed hydrologic model that runs on a daily time step. Over 250 peer-reviewed
published articles have reported SWAT-related research and applications world-
wide (Gassman et al., 2007). SWAT requires data on soil, land use and elevation
to drive flows and direct sub-watershed routing. While these data may be spatially
distributed, SWAT lumps the parameters into hydrologic response units (HRUs),
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effectively ignoring the underlying spatial distribution. HRUs are defined by com-
binations of land cover and soil combinations. The daily water budget in each HRU
is computed based on daily precipitation, runoff, evapotranspiration, percolation,
and return flow from the subsurface and groundwater flow. Runoff volume in each
HRU is computed using the Soil Conservation Service (SCS) curve number method
(SCS, 1986). A complete description of the SWAT model can be found in Arnold
et al. (1998). Inputs required in SWAT modeling are data on elevation, soil, land use,
and meteorology. We obtained elevation data from the 30-m USGS NED digital ele-
vation model dataset, soil texture from the FAO East Africa dataset, land use from
the Ethiopian Woody Biomass Inventory Strategic Planning Project, and meteoro-
logical data from the nearby meteorological station. We obtained rainfall data from
satellite rainfall estimates and rain gauge measurements.

Automatic calibration of all the SWAT model parameters could be time consum-
ing and less practical (Eckhardt and Arnold, 2001). In order to reduce the number of
calibration parameters, we performed sensitivity analysis using the LH-OAT method
available within SWAT. The LH-OAT method combines the Latin Hypercube (LH)
sampling method with the One-factor-At-a-Time (OAT) method (van Griensven
et al., 2006). We found nine significantly sensitive parameters, which are shown
ranked in their descending order of sensitivity in Table 6.1. Following the identifi-
cation of the most sensitive parameters, we conducted calibration (automatic at first
and then manual) of these parameters using data from 2003 to 2004. Our objec-
tive function was to maximize the Nash-Sutcliffe efficiency between simulated and
measured daily streamflow.

Table 6.1 Output of sensitivity analysis of SWAT model parameters in terms of order of
sensitivity. The rank shows order of sensitivity, with 1 being most sensitive

Ranking

Parameter
type Model parameter Variable Unit Koga

Gilgel
Abay

Routing Hydraulic conductivity of main
channel alluvium

CH_K2 mm/h 1 5

Groundwater Base flow alpha factor Alpha_BF 1/day 2 1
HRU Curve number CN2 – 3 2
Basin Surface runoff lag coefficient Surlag – 4 8
Routing Manning’s “n” value for main

channel
CH_N2 – 5 9

HRU Soil hydraulic conductivity Sol_K mm/h 6
HRU soil evaporation compensation

factor
ESCO 7

HRU Maximum canopy storage canmx – 8 6
Groundwater Deep aquifer percolation fraction Rchrg_dp – 3
Groundwater Groundwater delay Gw_delay day 4
Groundwater Threshold depth of water in the

shallow aquifer for return flow
to occur

Gwqmn Mm 7
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6.2.3 Performance Statistics

We conducted model performance evaluations based on comparison of simulated
and observed streamflow hydrographs through the following statistics: relative bias
(Rbias), Nash-Sutcliffe efficiency (NSE), and coefficient of determination (R2):

Rbias =
∑n

i=1 [((SIMi)] − OBSi)
∑n

i=1 OBSi
,

NSE = 1 −
[∑n

i=1 (SIMi − OBSi)2

∑n
i=1 (OBSi − OBS)2

]

,

R2 =
⎡

⎣

∑n
i=1 (SIMi − SIM)(OBSi − OBS)

√∑n
i=1 (SIMi − SIM)2

√∑n
i=1 (OBSi − OBS)2

⎤

⎦

2

,

where SIM is the simulated daily streamflow, OBS is the observed daily streamflow,
n is the total number of pairs of simulated and observed data, and the bar indicates
average value over n. NSE indicates how well the plot of the observed value versus
the simulated value fits the 1:1 line, and ranges from –∞ to 1, with higher values
indicating better agreement (Legates and McCabe, 1999). R2 measures the variance
of observed values explained by the simulated values.

6.3 Results and Discussion

6.3.1 Comparison of Rainfall Inputs

We begin by comparing watershed-averaged rainfall estimates derived from 3B42
to 3B42RT, for both watersheds during 2006–2007 (the validation period of the
model). Figure 6.2 presents scatter plots at both daily and monthly timescales.
The coefficient of determination (R2) between 3B42 and 3B42RT was 0.41 at the
daily timescale and 0.43–0.50 at the monthly timescale, indicating that there is
tremendous variability between the time series of 3B42 and 3B42RT. On average,
3B42RT rainfall estimates were twice as much as 3B42. Figure 6.3 presents the
time series plots at the monthly scale. The difference between 3B42 and 3B42RT
varied tremendously from month to month and from year to year. The difference in
annual rainfall estimates between 3B42 and 3B42RT was 35–40% of the 3B42RT
estimates in 2006, surging to 70% in 2007. Based on the above results, we conclude
that the two satellite rainfall estimates were very different from each other in the
way they estimated the time series and total depth of rainfall. Obviously, both can-
not be correct simultaneously, and one of them must be closer to the truth than the
other.

To assess which product was closer to the truth, we compared the watershed-
averaged rainfall estimates to the streamflow accumulations at the outlets of the
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Fig. 6.2 Inter-comparison of watershed-average 3B42 and 3B42RT rainfall estimates at (a, c)
daily and (b, d) monthly timescales, for (a, b) Koga and (c, d) Gilgel Abay watersheds, during
2006–2007

watersheds. Figure 6.4 compares the accumulations at the yearly time scale for each
watershed. The annual 3B42 rainfall estimates were lower than the annual stream-
flow accumulations by 60% in 2007 for Gilgel Abay; earlier years also saw smaller
3B42 rainfall estimates than corresponding streamflow. Since the major source of
streamflow in Gilgel Abay is the rainfall that falls over this watershed, the consis-
tently lower 3B42 annual rainfall estimates than the observed annual streamflow
points to the underestimation bias in 3B42 rainfall estimates. The 3B42RT annual
estimates were consistently higher than the annual observed streamflow.

6.3.2 SWAT Calibration Results (2003–2004)

In order to assess the utility of satellite rainfall estimates for hydrologic simulations,
the hydrologic model must first be calibrated. We calibrated SWAT model param-
eters separately for each rainfall input (3B42 and 3B42RT) and watershed (Koga
and Gilgel Abay), for the calibration period 2003–2004. The parameter values are
tabulated in Table 6.2. Comparisons (using time series and exceedance probabil-
ity plots) between observed and simulated streamflow are shown in Fig. 6.5. In
the case of Koga, both 3B42 and 3B42RT simulations captured the overall shape
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Fig. 6.3 Inter-comparison of monthly watershed-average time series of rainfall derived from 3B42
to 3B42RT, for (a) Koga and (b) Gilgel Abay watersheds, during 2006–2007. Annual rainfall
estimates are texted in the plots

Fig. 6.4 Comparisons of annual depth of rainfall estimates derived from 3B42 to 3B42RT to
observed streamflow, for (a) Koga and (b) Gilgel Abay watersheds

of the observed hydrograph but significantly underestimated the large flood events.
In the case of Gilgel Abay, 3B42RT simulations performed way better than 3B42
although both underestimated the large flood events. According to the calibration
performance statistics (not shown), 3B42RT yielded better calibration results than
3B42 for both watersheds.
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Table 6.2 SWAT model parameter values obtained by calibrating the model separately for each
rainfall input type and watershed, during the calibration period of 2003–2004

Parameter values

Koga Gilgel Abay

Model variable Unit 3B42RT 3B42 3B42RT 3B42

CH_K2 mm/h 29.3 0.01 60 60
Alpha_BF 1/day 0.92 0.99 0.75 1.0
CN2a – 69 72 65 74
Surlag – 0.001 0.001 0.8 0.1
CH_N2 – 0.07 0.04 0.04 0.04
Sol_Ka mm/h 0.02 0.02 0.0175b 0.0175b

ESCO – 0.99 1.0 0.0b 0.0b

canmx – 0.0 0.0 0.0 0.0
Rchrg_dp – 0.01b 0.01b 0 0
Gw_delay day 31b 31b 25 3
Gwqmn mm 0b 0b 0 0

aValues represent average values of spatial distribution.
bParameters for which default/literature values were used.

Fig. 6.5 Comparisons of SWAT simulated (based on 3B42 and 3B42RT rainfall inputs, sepa-
rately) and observed daily streamflow during 2003–2004, in terms of (a, c) time series and (b, d)
exceedance probabilities, for (a, b) Koga and (c, d) Gilgel Abay watersheds

6.3.3 SWAT Validation Results (2006–2007)

The purpose of these simulations was to assess the effects of satellite rainfall
estimates on streamflow when SWAT was calibrated with corresponding satellite
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rainfall data. We simulated daily streamflow for the validation period (2006–
2007) using 3B42 and 3B42RT rainfall inputs separately in SWAT calibrated with
corresponding rainfall type.

6.3.3.1 Simulation Results for Koga

Comparisons of observed and simulated streamflow for Koga watershed are given
in Fig. 6.6. Let us first look at the 2006 comparisons. Both 3B42 and 3B42RT
captured the overall shapes of observed hydrograph but with significant underes-
timation of the large flood events especially those with exceedance probabilities
under 20%. The average simulations underestimated the average observations by
16–21%. The NSE values (0.42–0.50) indicated modest skill in simulated stream-
flows. In general, 3B42 and 3B42RT simulations exhibited similar performances in
2006. On the other hand, 2007 saw striking differences between the performances
of 3B42 and 3B42RT simulations: 3B42 missed almost all runoff events while
3B42RT captured all runoff events albeit with underestimation, 3B42 had nega-
tive NSE value indicating no skill in the simulations compared to simply using the
mean as a predictor while 3B42RT had modest skill in reproducing observed stream-
flow. So in 2007, 3B42RT simulations exhibited much better performance than 3B42
simulations.

6.3.3.2 Simulation Results for Gligel Abay

Comparisons of observed and simulated streamflow for Gilgel Abay watershed are
given in Fig. 6.7. In 2006, both 3B42 and 3B42RT simulations exhibited skills in
predicting streamflow with 3B42RT simulations showing much better performance.
In 2007, 3B42 simulations missed all runoff events and showed no skills at all. On
the other hand, the 3B42RT simulations in 2007 showed good performance overall
although they underestimated the large flood events.

6.3.3.3 Comparison of Koga and Gilgel Abay Simulation Results

Let us now discuss the effect of watershed area on the performance of 3B42 and
3B42RT simulations. Figure 6.8 compares the performance statistics (NSE and
Rbias) for the two adjoining watersheds with drainage areas of 299 km2 (Koga) and
1,656 km2 (Gilgel Abay). In both years, 3B42RT simulations showed better perfor-
mance for the larger watershed than for the small watershed. This is as expected due
to the additional averaging process in larger watersheds that tends to dampen the
random error in rainfall input and/or hydrological process approximation. On the
other hand, 3B42 simulations showed worse performance for the larger watershed
than for the small watershed, indicating that larger watershed size brought much
more error from the included 3B42 rainfall estimates.
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Fig. 6.6 Comparisons of SWAT simulated (based on 3B42 and 3B42RT rainfall inputs, separately)
and observed daily streamflow during the validation period (2006–2007) for Koga watershed, in
terms of (a) time series and (b) exceedance probabilities, and (c) performance statistics (Blue bars
are for 3B42RT and red is for 3B42 rainfall)

6.4 Conclusions

The notion that the combination of rain gauge data with satellite rainfall estimates
performs better than satellite-only estimates has led to the incorporation of rain
gauge data into global satellite rainfall products. This study compared the perfor-
mance (from streamflow simulation perspective) of two widely-used satellite rainfall
products, where the major difference between them is the inclusion or exclusion
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Fig. 6.7 Same as in Fig. 6.6 but for Gilgel Abay watershed (Blue bars are for 3B42RT and red is
for 3B42 rainfall)

of rain gauge data, in a mountainous region in Ethiopia where rain gauge data
are sparse. The goal was to provide the user community in Ethiopia with some
insight on the selection and limitation of satellite rainfall products for hydrological
applications, and to provide feedback to the algorithm developers on the conse-
quence of incorporating rain gauge data into satellite rainfall products in regions
where rain gauge data are sparse. The two satellite rainfall products evaluated were:
TMPA 3B42RT (a real-time version that does not include any rain gauge data)
and TMPA 3B42 (a research version that combines TMPA 3B42RT with global
rain gauge data). These products were separately used as input into the SWAT
hydrological model to simulate daily streamflow for two adjoining watersheds with
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Fig. 6.8 Comparisons of the performance statistics (NSE and Rbias) of 3B42 and 3B42RT SWAT
simulations as a function of watershed size, for (a) NSE and (b) Rbias

drainage areas of 299 km2 (Koga) and 1,656 km2 (Gilgel Abay) in Ethiopia, and
the simulations were compared to observed streamflow. Our major findings were as
follows:

• The rainfall estimates from the two satellite rainfall products were very different
from each other in every respect.

• Both satellite rainfall products substantially underestimated the large flood
events, and therefore caution must be exercised when using any of these data
for flood-related applications.

• TMPA 3B42RT showed consistently some level of skill in reproducing observed
streamflow.

• The performance of TMPA 3B42 highly fluctuated from time to time. In 2007,
TMPA 3B42 missed almost all runoff hydrographs. In 2006, TMPA 3B42 showed
some skills but underperformed TMPA 3B42RT.

• As the size of the watershed increased, the accuracy of TMPA 3B42RT simula-
tions increased. However, the TMPA 3B42 products resulted in larger errors with
increasing watershed size.

Therefore, we conclude that the TMPA 3B42RT products are by far better than
the TMPA 3B42 products in the study region in Ethiopia. Incorporating rain gauge
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data in satellite rainfall products has the undesired consequence of deteriorating
the quality of the satellite rainfall products in this region. Apparently, the use of
rain gauge information from sparsely distributed network is introducing additional
error in the satellite rainfall products, and therefore, the algorithm developers must
take a deeper look into their algorithms. Users, on the other hand, must forego the
conventional notion that satellite rainfall products that incorporate rain gauge data
have better performance accuracy than the satellite-only products.
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Chapter 7
Watershed Hydrology of the (Semi) Humid
Ethiopian Highlands
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Abstract Understanding the basic relationships between rainfall, runoff and soil
loss is vital for effective management and utilization of water resources and soil
conservation planning. A study was conducted in three small watersheds in or near
the Blue Nile basin in Ethiopia, with long-term records of rainfall and discharge.
To better understand the water movement within the watershed, piezometers were
installed and infiltration rates were measured in the 2008 rainy season. We also
reanalyzed the discharge from small plots within the watersheds. Infiltration rates
were generally in excess of the rainfall rates. Based on this and plot discharge mea-
surements, we concluded that most rainfall infiltrated into the soil, especially in the
upper, steep and well-drained portions of the watershed. Direct runoff is generated
either from saturated areas at the lower and less steep portions of the hill slopes or
from areas of exposed bedrock. Using these principles, a simple distributed water-
shed hydrology model was developed. The models reproduce the daily discharge
pattern reasonably well for the small watershed and the 10-day discharge values for
the whole Blue Nile Basin in Ethiopia. The simplicity and scalability of the model
hold promise for use in un-gauged catchments.
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7.1 Introduction

A better understanding of the hydrological characteristics of different watersheds
in the headwaters of the Ethiopian highlands is of considerable importance because
only 5% of Ethiopia’s surface water (0.6% of the Nile Basin’s water resource) is
being currently utilized by Ethiopia while cyclical droughts cause food shortages
and intermittent famine (Arseno and Tamrat, 2005). At the same time the Ethiopian
highlands are the origin, or source, of much of the river flow reaching the Nile River,
contributing greater than 60% of Nile flow (Ibrahim, 1984; Conway and Hulme,
1993) possibly increasing to 95% during the rainy season (Ibrahim, 1984). In addi-
tion, there is a growing anxiety about climate and human-induced changes of the
river discharge (Sutcliffe and Parks, 1999), especially because there have been lim-
ited studies on basin characteristics, climate conditions, and hydrology of the Upper
Nile Basin in Ethiopia (Arseno and Tamrat, 2005).

To predict future water availability three general model types have been used in
the Blue Nile basin. Simple engineering approaches such as the Rational Method
(Desta, 2003), pure water balance models, and semi distributed models. Pure water
balance approaches have been made by Ayenew and Gebreegziabher (2006) for
Lake Awassa, Conway (1997) and Kim and Kaluarachchi (2008) at the upper Blue
Nile, and Kebede et al. (2006) at Lake Tana. These models provide only informa-
tion on water quantity at the watershed outlet and perform best at a monthly time
scale. Semi distributed models that have been applied in the Nile basin are SWAT
(Setegn et al., 2008), Water Erosion Prediction Project (WEPP) (Zeleke, 2000), the
Agricultural Non-Point Source model (AGNPS) (Haregeweyn and Yohannes, 2003;
Mohammed et al., 2004), and for South Central Ethiopia PRMS (Legesse et al.,
2003).

Most semi distributed models use the SCS runoff equation for determining sur-
face runoff. The SCS curve number method is based on a statistical analysis of
plot runoff data from the mid-west USA with a temperate climate. When applied
to Ethiopia with a monsoon climate, it has been a bit problematic. While most of
these models were run on a daily time step, the results are presented on a monthly
time step, which indicates these models do not work well at the daily scale. By
integrating the result over a monthly time step, errors in daily surface runoff are
compensated for by opposite errors in interflow predictions. Thus, the monthly vali-
dation indicates that the monthly water balances are met but not necessarily that the
daily rainfall-runoff relationship for landscape units in the watershed are correct. In
order to understand why a statistically derived and widely used SCS curve number
fails to predict the daily direct runoff in monsoonal climates, the effect of climate
on the hydrology during the dormant and growing seasons must be considered. The
similarity between temperate and monsoonal climate types is that both have a dor-
mant period and a growing period. However, the similarity between the two climates
stops there. In the temperate climates, the growth in the dormant season is limited
by the temperature. There is usually sufficient precipitation and there is little evap-
oration with the result that the soils wet up and watershed outflow increases. In
monsoonal climates, the limiting factor is insufficient rainfall with the consequence



7 Watershed Hydrology of the (Semi) Humid Ethiopian Highlands 147

that the soils dry out and therefore during the dormant season, discharge out of the
watershed decreases. Understanding the effect of climate on the hydrology during
the growing season is more complicated. We can simply make the observation that
the landscape dries out in temperate climates and the opposite is true for monsoonal
climate. These differences in how climate interacts with the hydrology, indicates
that only physically sound models can be applied in both climates and statistical
techniques will be less successfully transferred.

Thus, in order to refine the estimates of watershed outflow in the Ethiopian
highlands with a monsoonal climate, a better understanding is needed of rainfall
and runoff relationships of the various landscape units. In this chapter, we will
use recently collected information by Engda (2009), Leggesse (2009) and Bayabil
(2009) in three Soil Conservation Research Program (SCRP) watersheds in the
Ethiopian highlands – Andit Tid, Anjeni, and Maybar – to derive how interflow, sur-
face runoff, and baseflow are generated spatially. This information then will be used
to develop a physically sound model that can be used in the Ethiopian highlands.

7.2 Watershed Descriptions

Soil Conservation Research Program (SCRP) watersheds have the longest and most
accurate record of both rainfall and runoff data available for small watersheds in
Ethiopia. Three of the watersheds are located in the Amhara region either in or
close to the Nile Basin: Andit Tid, Anjeni, and Maybar (Fig. 7.1). All three sites
are dominated by agriculture with soil erosion control structures built to assist the

Fig. 7.1 Locations of the three SCRP watersheds in Amhara, Ethiopia
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Table 7.1 Location, description, and data used in the model from the three SCRP research sites

Research
site Location (region)

Area
(ha)

Elevation
(masl)

Precipitation
mm/year Length of data

Andit Tid 39◦43′E, 9◦48′N
(Shewa)

477.3 3,040–3,548 1,467 1987–2004
(1993, 1995–1996
incomplete)

Anjeni 37◦31′E, 10◦40′N
(Gojam)

113.4 2,407–2507 1,675 1988–1997

Maybar 37◦31′E, 10◦40′N
(South Wollo)

112.8 2,530–2,858 1,417 1988–2001 (1990–1993
incomplete)

rain-fed subsistence farming but the watersheds differ in size, topographic relief,
and climate (Table 7.1).

The Andit Tid watershed unit covers a total area of 481 ha, with a hydrological
surface area of 477 ha. It is situated 180 km northeast of Addis Ababa at 39◦43′
east and 9◦48′ north in the Blue Nile Basin. The topography of Andit Tid ranges
from 3,000 m near the research station in the western reach of the research unit
to 3,500 m in the southeast. Andit Tid, the largest watershed, is also the highest
and least populated. It receives more than 1,500 mm/year and has a bimodal rainfall
pattern, smaller/belg from March to May, and main/keremt from June to Octber. Hill
slopes are very steep and degraded, resulting in 54% of the long-term precipitation
becoming runoff. Despite its larger size, stream flow quickly returns to nearly zero
during the typically dry months of November through March. Some of the contour
bunds constructed at the start of the project were destroyed after installation because,
according to farmers, they increased erosion (Engda, 2009). Terraces and small con-
tour drainage ditches were installed by the farmers to carry off excess rainfall. From
1987 to 2004, rainfall was measured and discharge was recorded at the outlet and
from four runoff plots. Evaporation was measured using the standard pan. During
the 2008 main rainy season, soil infiltration rates were determined at 10 different
locations throughout the watershed using a 30-cm diameter single-ring infiltrome-
ter. In addition, piezometers were installed in transects to measure the water table
depths. Finally, soil depth estimations were taken by field technicians throughout
the watershed and registered using Global Positioning System (GPS) points. Further
information can be found in Hurni (1984), Bosshart (1997), and Engda (2009).

The Anjeni watershed is located in the Blue Nile basin of Amhara Region in
one of the country’s more productive agricultural areas and is dominated by high-
lands. The watershed is oriented north-south and is flanked on three sides by plateau
ridges. It is located at 37◦31′E and 10◦40′N and lies 370 km NW of Addis Ababa to
the south of the Choke Mountains. Minchet, a perennial river, starts in the watershed
and flows towards the Blue Nile Gorge. The Anjeni watershed covers a total area of
113 ha. It is the most densely populated among the three watersheds. The topogra-
phy of Anjeni ranges from 3,000 m near the research station in the western reach
of the research unit to 3,500 in the southeast. This site receives more rain than the
other two watersheds and has only one rainy season, typically May through October.
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This watershed has extensive soil and water conservation measures, mainly terraces
and small contour drainage ditches, installed each year by the farmers to carry off
excess rainfall. From 1987 to 2004, rainfall was measured at five different locations,
discharge was recorded at the outlet and from four runoff plots. Forty-five percent of
the rainfall becomes runoff. During the 2008 rainy season, soil infiltration rate was
measured at 10 different locations throughout the watershed using a 30-cm diame-
ter single-ring infiltrometer. In addition, piezometers were installed in transects to
measure the water table depths. Finally, soil depth estimations were taken by field
technicians throughout the watershed and registered using GPS points.

Finally, Maybar is located in the northeastern part of the central Ethiopian high-
lands situated in Southern Wollo Administrative Zone near Dessie Town. It is the
first of the SCRP research sites. The gauging station lies at 39◦39′E and 10◦51′N.
The area is characterized by highly rugged topography with steep slopes rang-
ing between 2,530 and 2,860 m, a 330 m altitude difference within a 112.8 ha
catchment area. From 1988 to 2004, rainfall data was available using an auto-
matic rain gage and two manual rain gage at two different locations, one in the
upper part of the catchment and the other near the office. Discharge was mea-
sured with a flume installed in the Kori River using two methods: float-actuated
recorder and manual recording. During the main rainy season in 2008, 34% of
the long-term precipitation in Maybar became discharge at the outlet. The ground
water table levels were measured with 29 piezometers. The saturated area in the
watershed was delineated and mapped using combined information collected using
GPS instrument, field observation, and ground water level data (piezometer head
readings).

7.3 Rainfall Runoff Characteristics for Monsoonal Climates

7.3.1 Analysis of Rainfall Discharge Data

In order to understand the rainfall/runoff relations in monsoonal climates, Liu et al.
(2008) examined how the watershed outflow changed as a function of precipitation
for the three SCRP sites. To find the most appropriate representation of water-
shed behavior, daily rainfall, evaporation, and discharge data were summed over
biweekly periods; only with longer time periods could the total stream responses to
a rainfall event be determined because interflow lasts several days.

To investigate runoff response patterns, the biweekly sums of discharge were
plotted as a function of effective rainfall (i.e., precipitation-evapotranspiration) dur-
ing the rainy season and dry season, respectively. In Fig. 7.2a, an example is given
for the Anjeni watershed. As shown from Fig. 7.2a, the watershed response behavior
changes as the wet season progresses, with precipitation later in the season gener-
ally producing a greater percentage of runoff. As rainfall continues to accumulate
during the rainy season, the watershed eventually reaches a threshold point where
runoff response can be predicted by a linear relationship with effective precipitation,
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Fig. 7.2 Fourteen day discharge vs. effective precipitation in (1) the Anjeni watershed, and (2)
all three SCRP watersheds with cumulative effective precipitation in excess of 500 mm since the
beginning of the rainy season (Liu et al., 2008)

indicating that the proportion of the rainfall that became runoff was constant during
the remainder of the rainy season. For the purpose of this study, an approximate
threshold of 500 mm of effective cumulative rainfall, P-E, was selected after itera-
tively examining rainfall vs. runoff plots for each watershed. The proportion Q/(P-E)
varies within a relative small range for the three SCRP watersheds despite their
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differing characteristics. In Anjeni, approximately 48% of late season effective rain-
fall, P-E, became runoff, while ratios for Andit Tid and Maybar were 56 and 50%,
respectively (Liu et al., 2008). There was no correlation between biweekly rainfall
and discharge during the dry seasons at any of the sites.

Since each of the SCRP watersheds showed a similar linear response after the
threshold cumulative rainfall was satisfied, the latter parts of the wet seasons were all
plotted in the same graph (Fig. 7.2b). Despite the great distances between the water-
sheds and the different characteristics, the response was surprisingly similar. The
Anjeni and Maybar watersheds had almost the same runoff characteristics, while
Andit Tid had more variation in the runoff amounts but, on average, the same linear
response was noted with a higher intercept (Fig. 7.2b). Linear regressions were gen-
erated for both the combined results of all three watersheds and for the Anjeni and
Maybar watersheds in combination (Fig. 7.2b). The regression slope did not change
significantly, but this is due to the more similar Anjeni and Maybar values domi-
nating the fit (note that these regressions are only valid for the end of rainy seasons
when the watersheds are wet).

Why these watersheds behave so similarly after the threshold rainfall has fallen
is an interesting question to explore. It is imperative to look at various time scales,
since focusing on just one type of visual analysis can lead to erroneous conclusions.
For example, looking only at storm hydrographs of the rapid runoff responses preva-
lent in Ethiopian storms, one could conclude that infiltration excess is the primary
runoff generating mechanism. However, looking at longer time scales in Fig. 7.2a,
it can be seen that the ratio of Q/(P-E) is increasing with cumulative precipitation
and consequently the watersheds behave differently depending on how much mois-
ture is stored in the watershed. This suggests that saturation excess processes play
an important role in the watershed runoff response. If infiltration excess was con-
trolling runoff responses, discharge would only depend on the rate of rainfall, and
there would be no clear relationship with antecedent cumulative precipitation, as is
clearly the case in Fig. 7.2a.

7.3.2 Infiltration and Precipitation Intensity Measurements

To further investigate the likelihood of infiltration excess, the infiltration rates are
compared with rainfall intensities in the Andit Tid watershed where infiltration rates
were measured in 2008 by Engda (2009) and rainfall intensity records were avail-
able from the SCRP project for 1986–2004 on the pluviometric charts. These were
transcribed to digital form by Engda (2009). The exceedance probability of the aver-
age intensities of 23,764 storm events is plotted in Fig. 7.3 (dotted black line). These
intensities were calculated by dividing the rainfall amount on each day by the dura-
tion of the storm. In addition, the exceedance probability for actual intensities of
short periods ranging from 5 to 10 min are plotted in Fig. 7.3 (red line). Since there
were bursts of high intensity rainfall within each storm, the rainfall intensities for
short periods exceeded that of the storm averaged intensities in Fig. 7.3.
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Table 7.2 Average soil infiltration rate at different soil types, slope range and land use types

Testing
sites

Location in
the watershed

Average IR
(mm/h)

Location
slope (◦) Soil type Soil depth Land use

3 Top 25 15 Andosol Medium Fallow grass
5 Top 24 15 Andosol Medium Fallow grass
8 Top 594 29 Andososl Shallow Bush land
1 Middle 226 30 Regosol Shallow Terraced and

cultivated
2 Middle 26 21 Regosol Deep Terraced and

cultivated
4 Middle 140 21 Andosol Medium Fallow
7 Middle 29 21 Humic

andososl
Shallow Fallow

6 Bottom 43 10 Andosol Deep Fallow
9 Bottom 53 2 Eutric

regosol
Medium Cultivated

10 Bottom 870 18 Eutirc
cambisol

Medium Terraced and
cultivated

The infiltration rates for 10 locations measured with the 30-cm diameter single-
ring infiltrometer (shown in Table 7.2) varied between a maximum of 87 cm/h on
a terraced eutric cambisol in the bottom of the watershed to a low of 2.5 cm/h on
a shallow soil near the top of the hill slope. This low infiltration rate was mainly
caused by the compaction of free roaming grazing animals. Bush lands, which
are dominant on the upper watershed, have significantly higher infiltration rates.
Terraced and cultivated lands in general have also higher infiltration rates. The aver-
age infiltration rate of all 10 measurements indicates that the storm intensities were
20.3 cm/h and the medium 4.8 cm/h. The median infiltration rate of 4.8 cm/h is the
most meaningful number to compare with the rainfall intensity since it represents
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a spatial average. This median intensity has an exceedance probability of 0.03 for
the actual storm intensities and 0.006 for the storm averaged intensities. Thus, the
medium intensity was exceeded only 3% of the time and for less than 1% of the
storms. Storms with greater intensities were all of short duration with amounts of
less than 1 cm of total precipitation, except once, in which almost 4 cm of rain fell
over a 40 min period. The runoff generated during short duration intense rainfall can
infiltrate into the soil in the subsequent period down slope when the rainfall intensity
is less or the rain has stopped. In the Maybar watershed, Derib (2005) performed 16
infiltration tests and observed even greater infiltration rates than in Andit Tid. The
final steady state infiltration rates ranged from 1.9 to 60 cm/h with a median of
17.5 cm/hr.

Thus, the infiltration measurements confirmed that infiltration excess runoff is
not a common feature in these watersheds. Consequently, most runoff that occurs in
these watersheds is from degraded soils where the top soil is removed and by satu-
ration excess in valley bottoms where the interflow accumulates. Since the degraded
soils have little storage, the runoff can be classified as either infiltration excess or
saturation excess.

The finding that saturation excess is occurring in watersheds with a monsoonal
climate is not unique. For example, Hu et al. (2005), Lange et al. (2003), and Merz
et al. (2006) found that saturation excess could describe the flow in a monsoonal
climate in China, Spain, and Nepal. There are no previous observations published
for Ethiopia on the suitability of these saturation excess models to predict runoff
even though attempts to fit regular models based on infiltration excess principles
were not always satisfactory (Haregeweyn and Yohannes, 2003; Zeleke, 2000).

7.3.3 Piezometers and Ground Water Table Measurements

Ground water table height measurements allow us to determine how the rain that
falls on the upslope areas reaches the river. In all three watersheds, transects of
piezometers were installed and ground water tables were observed in the 2008 main
rainy season.

Both Andit Tid and Maybar have hill slopes with shallow to medium depth soils
(0.5–2.0 m depth) above a sloping slowly permeable layer (either a hardpan or
bedrock). Consequently, the water table height above the slowly permeable hori-
zon (as indicated by the piezometers) behaved similarly for both watersheds. An
example is given for the Maybar watershed where ground water table levels were
measured with 29 piezometers across eight transects. The whole watershed was
divided into three slope ranges: upper steep slope [25.1◦–53.0◦], mid slope [14.0◦–
25.0◦], and relatively low-lying areas [0◦–14.0◦]. For each slope class, the daily
perched ground water depths were averaged (i.e., the height of the saturated layer
above the restricting layer, Fig. 7.4a). The depth of the perched ground water above
the restricting layer in the steep and upper parts of the watershed is very small and
disappears if there is no rain for a few days. The depth of the perched water table on
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Fig. 7.4 Water table height measured in the Maybar watershed during the 2008 rainy season and
start of dry season. a Effect of slope on water table heights; b land use effects on the water table
heights

the mid slopes is greater than upslope areas. The perched ground water depths are,
as expected, the greatest in relatively low-lying areas. Springs occur at the locations
where the depth from the surface to the impermeable layer is the same as the depth
of the perched water table and are the areas that the surface runoff is generated.

The water table behavior is consistent with what one would expect if interflow
is the dominant conveyance mechanism. All else being equal, the greater the driv-
ing force (i.e., the slope of the impermeable layer), the smaller the perched ground
water depth required to transport a given quantity of water downslope. Moreover, the
drainage area and the discharge increase with down slope position. Consequently,
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one expects that the perched groundwater table depth increases with down slope
position as both slope decreases and drainage area increases.

These findings are different than those generally believed to be the case, i.e., that
the vegetation determines the amount of runoff in the watershed. We therefore plot-
ted the average daily depth of the perched water table under the different crop types
(Fig. 7.4b). Unexpectedly, there was a strong correlation of perched water depth with
crop type as well. The grassland had the greatest perched water table depth, followed
by cropland and bush land with the lowest ground water level. However, some local
knowledge was needed to interpret these data, as the grasslands are mainly located
in the often saturated lower lying areas (too wet to grow a crop), the croplands are in
the mid-slope (with a consistent water supply but not saturated) and the bush lands
are in the upper steep slope areas (too droughty for good yield). Since land use is
related to slope class, we expect the same relationship between crop type and soil
water table height as slope class and water table height. Thus, there is an indirect
relationship between land use and hydrology determined by the landscape features.
The landscape determines the water availability and thus the land use.

In the Anjeni watershed, which had relatively deep soils and no flat bottom land,
the only water table that was found was near the stream. The water table level was
above the stream level indicating that the rainfall infiltrates the landscape first and
then flows laterally to the stream. Although more measurements are needed, we
speculate that there was a portion of the watershed that had a hard pan at a relative
shallow depth causing saturation excess overland flow.

These findings are consistent with the measurements taken by McHugh (2006) in
the Lenche Dima watershed near Woldea where the surface runoff of the flat bottom
lands was much greater than the runoff (and erosion) from the hillsides. Thus, in
summary, the generally held opinion that the hill slopes are the high surface runoff
producing areas is not true, at least at a minimum, for the season of observation in
the three watersheds. The only areas that are expected to produce surface runoff are
the severely eroded areas where the bedrock or subsoil is exposed and other areas
that saturate during the storms.

7.3.4 Conceptual Model for Predicting Watershed Discharge

In order to develop a realistic hydrological model, the interflow and saturation
excess flow phenomena must be included. In our conceptual watershed model, the
watershed is divided into three areas based on slope steepness, soil depth, and infil-
tration capacity of the soil. Surface runoff source areas include areas near the river
and the degraded hillsides with little or no soil cover. The well-drained hillsides
transmit water as interflow to the stream and are modeled as the third compo-
nent. Both the degraded and the bottom lands produce surface runoff after they are
saturated. For a better understanding of the processes, the three areas are schemat-
ically superimposed on a photograph of the upper part of the Andit Tid watershed
(Fig. 7.5). In addition to the three surface areas modeled, we included a subsurface
reservoir that generates baseflow.
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Fig. 7.5 Conceptual model for predicting watershed discharge superimposed on the upper Andit
Tid watershed

For each of the three source areas, a water balance is kept in the model

S = St−�t + (P − AET − R − Perc)�t (7.1)

where P is precipitation (mm/day); AET is the actual evapotranspiration (mm/day),
St-Δt, previous time step storage (mm), R saturation excess runoff (mm/day), Perc is
percolation to the subsoil (mm/day) and Δt is the time step.

Based on a linearly decreasing evaporation rate from the maximum moisture
content at saturation or field capacity to wilting point, the surface soil layer moisture
storage can be written as:

Ss = St−�t

[

exp
(P − PET�t)

Smax

]

when p < PET (7.2)

where Smax (mm) is the maximum available soil storage capacity and is defined as
the difference between the amount of water stored in the topsoil layer at wilting
point and the maximum moisture content, equal to either the field capacity for the
hill slope soils or saturation (e.g., soil porosity) in runoff contributing areas. Smax

varies according to soil characteristics (e.g., porosity, bulk density) and soil layer
depth.

By assigning a maximum storage to each of the three source areas, a water bal-
ance is maintained for each of the watershed source areas. Surface runoff occurs
from the degraded hillsides and the valley bottom when the water balance indicates
that the soil is saturated. The flatter areas remain wet even during dry months of the
year; only the top most soil layer will dry due to small amounts of water percolating
downward from the hills. Hence, these areas need only a small amount of rainfall to
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start generating surface runoff. There is even less rainfall needed at the beginning of
the rainy season for the degraded hillsides to produce surface runoff

Interflow is generated by the excess rainfall when the hillside is at field capacity.
Because these hillsides drain fully and are at or near the wilting point before the
rainy season, a significant amount (on the order of 300–400 mm) of effective rain-
fall (defined as precipitation minus potential evapotranspiration) is needed before
the interflow starts to contribute to the lower slope areas. The interflow can be mod-
eled as a zero reservoir. This means that the same quantity of water drains from the
hillside each day for each storm. The result is in a linear recession curve. The out-
flow from different storms is superimposed. Finally, the baseflow is modeled as a
linear reservoir with a maximum storage. This base flow reservoir adds water to the
stream during the dry period.

This model is similar to that developed by Steenhuis et al. (2009) for the whole
Ethiopian Blue Nile Basin but slightly different from Collick et al. (2009) who tested
a similar water balance model for the same three SCRP watersheds. Collick et al.
(2009), using the semi distributed model, did not have particular landscape units in
mind but fitted four areas that produced runoff and interflow based on specific ratios.
Our current semi distributed model for the Ethiopian Highlands is more physical
based and we do not need to specify a ratio between surface runoff and percolation
of water.

7.4 Simulation Results

The mathematics for this conceptual model is presented in Steenhuis et al. (2009).
The mathematical model was calibrated for each of the three watersheds by Legesse
(2009) for Anjeni, by Bayabil (2009) for Maybar, by Engda (2009) for Andit Tid,
and by Steenhuis et al. (2009) for the whole Blue Nile Basin. We will present in this
chapter the results for two of the years between 1992 and 1995 depending on what
quality data was available for each of the three SCRP watersheds. Parameters were
slightly adjusted to represent the period after which the conservation practices were
in place.

Parameters needed to simulate discharge include potential evaporation (PET),
which varies little between years and between watersheds. On average, PET was
5 mm/day during the dry season and 3 mm/day during the rainy season. The precip-
itation values used were measured for the small SCRP watershed with rain gauges
in the watershed itself and for the whole Blue Nile Basin, the average of 10 stations
were used.

For calibration, the maximum storage values, Smax, for the contributing areas and
hill slopes were based initially on the values of Steenhuis et al. (2009) for the whole
Blue Nile Basin. Smax values for the three source areas were then varied around these
values to obtain the best fit. Subsurface parameters were adjusted at the same time
to fit the recession flows. The parameter set with the highest Nash Sutcliff efficiency
was selected. The validation used the most optimum parameter set.
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Table 7.3 Model input values for surface flow components for the three SCRP watersheds and
the Nile upstream of the border with Sudan. The watershed is divided into regions with different
characteristics: exposed bedrock and saturated areas that contribute surface runoff when the soil is
saturated or hillsides that produce recharge when the soil is above field capacity. Maximum storage
of water is the amount of water needed above wilting point to become either saturated (runoff
contributing areas) or to reach field capacity (hill slopes). Model input values for the baseflow and
interflow reservoirs are the maximum storage of the linear base flow reservoir; the time in days to
reduce the volume of the baseflow reservoir to half under no recharge conditions, t∗ is the duration
of the period after a single rainstorm until interflow ceases, Nash-Sutcliffe efficiency for simulated
daily averaged discharge for the three SCRP watersheds and 10 day average values for the Blue
Nile basin were calculated for the periods of calibration and validation

Maybar
Andit
Tid Anjeni

Nile in1

Ethiopia
Type of source
area

Valley bottom portion
of area

0.23 0.1 0 0.1 Surface runoff

Max storage (mm) 110 90 – 250
Degraded hill portion

of area
0.01 0.05 0.2 0.2 Surface runoff

Max storage (mm) 20 20 150 10
Hillside portion of area 0.50 0.85 0.6 0.7 Interflow and

baseflow
Max storage (mm) 150 150 250 500
Max storage linear

reservoir (mm)
80 90 70 20

Half life linear
reservoir (days)

60 70 70 140

Drainage time hillsides
(days)

3 10 20 35

Nash Sutcliff 0.78 0.80 0.88 0.60

1Ten day intervals.

The optimum parameter set for each of the three basins and for the Ethiopian
highlands are shown in Table 7.3 and the comparison of observed versus predicted
values for the SCRP watersheds are shown in Fig. 7.6a, b, c. The model fit the
observed data well for the SCRP watersheds with Nash Sutcliffe efficiencies for
daily values in the range of 0.78–0.88 (Table 7.3) for the small watersheds. Due
to difficulties with obtaining a true average rainfall for the whole Blue Nile Basin,
Nash Sutcliffe efficiency for the Blue Nile Basin was lower.

The parameter values for all three SCRP watersheds fall in the same range:
0–23% for the saturated bottom lands with a maximum storage of 110 mm; 0–20%
for the degraded lands with storage values less than 150 mm; and 50–75% for the
hillsides with storages up to 250 mm. The degraded land in the Anjeni watersheds
consists of agricultural soils on terraced land, which soil has a restricting layer at
shallow depths. In Maybar and Andit Tid, the degraded soils consist of both exposed
hardpan areas and slipping hillside areas. Maybar has less of the soils than Andit
Tid. This is the reason that the maximum storage for Anjeni is greater than for the
other two watersheds.
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Fig. 7.6 Measured and modeled streamflow for the (a) Maybar watershed, (b) Andit Tid watershed
and (c) Anjeni watershed. The light grey line is the simulated discharge values and the thick black
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efficiency
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Good fits were obtained between simulated and observed values for both the
daily calibration and validation periods. However, the model underestimates most
peak flow periods for Anjeni and Andit Tid (Fig. 7.6b, c). Water balance type models
have difficulty handling intense convective storms or events of very short duration
but high intensity rainfall. In addition, it is likely that a larger part of the hillside
contributed to the flow than initialized in the model structure in which the watershed
is divided in three regions. Seasonal variations in rainfall amount and distribution
may affect the extent of saturated areas and thereby stream flow generation. Several
researchers point out that the dynamic variation of stream zone saturated areas due
to accumulation of lateral water flow from upslope and the ground water system is
responsible for a highly non-linear catchment response during storm events (Todini,
1995; Bari and Smettem, 2004). Adding a fourth region that can saturate during
large storm events may produce better estimates for these high runoff events.

The variation among the parameters was in agreement with the landscape charac-
teristics. In Maybar, the model fitting indicated that there were almost no degraded
hill slopes. For the Anjeni watershed that had a deep gully and ground water tables
generally at least 2 m below the surface, the model fit the data best if there was
no saturated area included. Note also that for the two smallest watersheds, Maybar
and Anjeni, the portions of the three modeled areas (Table 7.3) of the total water-
shed area did not add up to one because of regional flows where water drained
under the gage. But, for the whole Blue Nile Basin and Andit Tid, the water bal-
ance closed and the portions of the total area summed to one. Finally, the magnitude
of the subsurface parameters increased with the size of the watershed as expected
because as watershed size increases, more deep flow paths become activated in
transport.

7.5 Conclusions

Direct runoff is generated either from saturated areas at the lower portions of the
hill slopes or from areas of exposed bedrock while the upper hill slopes are infil-
tration zones. As a result, the watersheds were divided into variable saturated areas,
exposed rock and hill slopes. This was verified by high measured infiltration rates
on hill slope areas and shallow ground water depth at the bottom flat lands. Other
findings showed that the lower slope areas produced high runoff compared to high
slopes for a given rainfall event. The discharge in each of three watersheds was mod-
eled by separately using a simple water balance type model for degraded hillsides,
saturated areas, and non-degraded hillsides. The main input data for the model are
rainfall, evaporation, the relative magnitude of the three areas, and soil water hold-
ing capacity for the three areas. In addition, interflow and baseflow constants are
needed. The model results were encouraging, not only for the three small water-
sheds, but for the Blue Nile watershed at the Ethiopian-Sudan border as well. The
model has the potential to predict runoff in ungauged basins using a small amount
of field data.
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Chapter 8
Evapotranspiration Modeling Using Remote
Sensing and Empirical Models in the Fogera
Floodplain, Ethiopia
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Abstract Conventional methods and remote sensing were applied for the estima-
tion of reference evapotranspiration and actual evapotranspiration over the Fogera
floodplain. Reference evapotranspiration (ET0) by Modified Makkink (MM),
Priestly-Taylor (PT) and Abtew (A) simple equations was compared to the Penman-
Monteith (PM) estimations, in order to decide which method for ET0 is the most
suitable alternative to PM in data scarce conditions. A comparison was also made to
a satellite based energy balance approach that estimated actual evapotranspiration.
For the remote sensing approach, images from the Moderate Resolution Imaging
Spectroradiometer (MODIS) sensor were selected. For the study, data has been used
from Bahir Dar meteorological station at a distance of 50 km from the floodplain
and from Woreta weather station that is located in the floodplain. The comparison
of results from the conventional methods indicated that the MM method performed
best over the floodplain as compared to the PM approach while the PT and Abtew
(A) simple equations only produced fair results. The latter two approaches required
calibration of site specific coefficients that may have affected the estimation results.
Accumulated actual evapotranspiration from the satellite based approach for the
year 2008 was about 1,519 mm for rice, while the reference evapotranspiration by
the PM approach was 1,498 mm. A comparison of these results with literature values
of the crop coefficient of rice indicated that rice transpired at a potential rate.
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8.1 Introduction

Population growth over the past decades in the Lake Tana basin caused the demand
for fresh water to increase. Water supply has to meet requirements not only for
irrigation and agricultural production but also for domestic uses. Hence, in the
area well planned and adequate water resources management is required at local
and regional scales. For such management, first quantitative assessments need to
be made for meteorological processes of precipitation and evapotranspiration that
affect the water balance of the basin at large. This study aims to estimate actual
evapotranspiration on the Fogera floodplain, Lake Tana basin, Ethiopia, that proba-
bly is the most productive agricultural area in the Lake Tana basin. Also, large scale
irrigation is scheduled in the near future.

In the literature, many approaches are available to estimate actual evapotran-
spiration. Approaches commonly rely on estimated potential evapotranspiration
that is estimated from meteorological data. Empirical coefficients in the various
conventional methods estimations are usually not transferable to other regions
and only have validity for the areas and the period over which estimations are
made. As such use of conventional methods results in estimation errors of dif-
ferent magnitude and selecting the most reliable method requires comparison of
estimates to select the method that gives best results with preferably minimum data
requirement.

8.1.1 Background and Literature Review

Evapotranspiration is a general term that includes all the processes that water in the
liquid state or solid state change into gaseous state. Hence the term includes evapora-
tion from open water surface and from bare soil, transpiration through plant leaves
and sublimation from snow and ice surfaces. This phase change is mainly influ-
enced by the availability of solar energy at the evaporating and transpiring surfaces.
Both processes occur simultaneously and quantifying these processes separately is
complex.

Conventional reference ET estimation methods are commonly applied in spe-
cific climatic conditions. For instance, Penman Monteith (PM), Priestly-Taylor (PT),
Modified Makkink (MM), and Abtew (A) simple methods were developed for
humid areas. In Allen et al. (1998), the Penman-Monteith (PM) method is discussed
as a standard method for reference evapotranspiration estimation and is globally
most widely used. Conventional methods are ground based and estimate ET using
weather station data that is collected at a point scale. Spatial variation of the tur-
bulent fluxes as caused by differences in land cover and topography constrains the
translation of ground based methods for ET0 into ETa for larger spatial areas. To
overcome the issue of the observation scale, remote sensing is often advocated since
an entire area such as a catchment can be covered by satellite images. Nowadays
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there are a number of satellite based approaches developed for the estimation of
actual evapotranspiration that are all based on solving the land surface energy bal-
ance equation. Examples are the Surface Energy Balance Systems (SEBS) (Su,
2002), the Surface Energy Balance Algorithm for Land (SEBAL) (Bastiaanssen,
1998), and the Two Source Energy Balance approach (TSEB) (Norman et al., 1995).

In this chapter, the SEBS approach is selected. In this approach, the latent heat
flux is estimated as a residual of net radiation from sensible and soil heat flux esti-
mations. SEBS has applications in various climatic zones with good performance
when estimating the surface energy fluxes. In central Arizona, it was tested by Su
(2002) and good results were reported. McCabe and Wood (2006) in their study in
central Iowa, USA showed that SEBS based latent heat fluxes agree well with the
flux tower measurements.

SMEC (2007) reported in a hydrological study of the Tana-Beles sub-basins
and estimated ET over the floodplain to be 140, 117, 116 mm, and 129 mm for
the months of June, July, August and September, respectively. Water Watch (2005)
reports on a satellite based energy balance approach of Tana-Beles sub basins and
reported an average ETa of 672 mm/year over the entire lake basin area. Hence,
this study will be valuable for estimation of the reference and actual ET over the
floodplain using both conventional methods and the SEBS approach.

The effects of characteristics that distinguish field crops from the reference grass
are integrated in to the crop coefficient (Kc). The Kc of a crop varies with the crop
growing stages (Allen et al., 1998). The rice crop coefficient (Kc) is estimated here
as the ratio of actual evapotranspiration (ETa) to PM reference ET of the rice field
in the floodplain.

8.1.2 Objectives

The main objective of this study is to analyze ET estimations by different con-
ventional methods and estimation of spatiotemporal distribution of actual ET over
the Fogera floodplain. The specific objectives are (1) estimation of reference ET
using Penman-Monteith (PM), Priestley-Taylor (PT), Modified Makkink (MM) and
Abtew (A) equation and (2) the application of Surface Energy Balance Systems
(SEBS) for the estimation of actual ET from satellite data.

8.2 Study Area

The Fogera floodplain is located in northwestern Ethiopia, about 625 km from the
capital Addis Ababa along the shores of Lake Tana. The Ribb and Gumara Rivers
with catchment areas of 1,283 and 1,302 km2 respectively (Abeyou, 2008), pass
through the plain and both drain to Lake Tana (Fig. 8.1).
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Fig. 8.1 Location map of the Fogera floodplain

The floodplain is bounded by Lake Tana in the west, the Gumara River in south,
the Ribb River in the north, and the Bahir Dar-Gondar road in the east. Its lati-
tude ranges from 11◦45′ N to 12◦03′ N while its longitude lies between 37◦29′ E
and 37◦49′ E. It stretches about 15 km east-west and 34 km north-south, with an
elevation of about 1,800 m amsl, having an inundation area of about 490 km2.

8.2.1 Climate

Total annual rainfall in the floodplain ranges from about 1,100–1,530 mm. The mean
monthly rainfall in the floodplain ranges from 0.4 mm in January to 414 mm in
August. The mean monthly temperature of the area is about 19◦C, monthly mean
maximum temperature of about 27.3◦C, and monthly mean minimum temperature
is 11.5◦C (Dagnachew and Woubet, 2008). The rainy season in the area starts in
June and ends in October. About 56% of the Fogera floodplain is covered by rice
fields (Temesgen, 2009).
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8.3 Materials and Data

8.3.1 Station Data

For this study, weather station data is collected from Woreta weather station and
from Bahir Dar (BD) station that is part of the National Ethiopian Meteorological
Network. Woreta weather station (WWS) is located at 11◦54′ N and 37◦41′ E.
Four months data of temperature, relative humidity, atmospheric pressure, incom-
ing solar radiation, and wind speed were collected from this station. These variables
were observed at frequency of 1 Hz and automatically recorded at 5-min inter-
val. Bahir Dar station is located at 11◦04′ N and 37◦25′ E and was used in this
study, although its location is some 50 km from the study area. The station was
selected to allow for better estimation of ET. Extraterrestrial solar radiation differ-
ences computed at the both stations was found less than 1 W/m2 (Temesgen, 2009).
Also daily temperature and relative humidity were compared and a relation was
established between these two stations. The comparison showed that the Bahir Dar
station data could be used without significant error in the estimation of ET in the
floodplain.

8.3.2 Remote Sensing Data

The Moderate Resolution Imaging Spectroradiometer (MODIS) on board of Terra
products were collected which were processed in SEBS. Products used include land
surface temperature, surface reflectance and leaf area index. The detailed description
of the MODIS products are shown in Temesgen (2009).

8.4 Theory and Methods

8.4.1 Ground Based Evapotranspiration Estimation Models

8.4.1.1 Penman-Monteith Method

The Penman-Monteith equation (Monteith, 1965; Penman, 1948) is a physically
based combination approach that incorporates energy and aerodynamic considera-
tions. The Penman-Monteith (PM) equation produces direct estimates of actual ET
(ETa), but requires knowledge of the PM canopy resistance (Sumner and Jacobs,
2005). Generally, the PM equation gives acceptable ET estimates for practical appli-
cations (Widmoser, 2009), which require measurement of net radiation, soil heat
flux, air temperature, relative humidity, and wind speed. The calculation of the net
radiation and the assumption of soil heat flux were according to the FAO-56 ver-
sion. Reference evapotranspiration (ET0) is the potential ET from a hypothetical
green grass of uniform height, 0.12 m, well watered, and a constant albedo of 0.23
with fixed surface resistance of 70 s/m (Allen et al., 1998). After the aerodynamic
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resistance, ra = 208/u2 and the surface resistance rs = 70 s/m are estimated; for the
reference crop, the PM equation can be rewritten as:

ET0 = 0.408�(Rn − G) + γ 900
T+273 u2 (es − ea)

� + γ (1 + 0.34u2)
(8.1)

where

ET0 = reference evapotranspiration (mm/day),
Rn = the net radiation at the crop surface (MJ m–2/day),
G = soil heat flux density (MJ m–2/day), assumed zero on daily basis,
T = mean daily air temperature at 2 m height (◦C),
u2 = wind speed at 2 m height (m/s),
es = saturation vapour pressure (kPa),
ea = actual vapour pressure (kPa),
es = ea saturation vapour pressure deficit (kPa),
� = slope vapour pressure curve (kPa/◦C),
γ = psychrometric constant (kPa/◦C).

8.4.1.2 Priestley-Taylor Method

The PT equation (Priestley and Taylor, 1972) was developed for open water and
wet land surfaces, so the PT method gives better results (Brutsaert, 2005) when soil
moisture is not a limiting factor for ET. The Fogera plain is wet for a long period
in the year. ET0 estimation with the PT method will be compared with the standard
PM ET0 and a locally calibrated coefficient will be proposed for the study area. The
PT equation is expressed as:

ET0 = α

(
�

� + γ

)(
Rn − G

λ

)

(8.2)

where ET0 is in mm/day, and the other input parameters as defined in equation (8.1).
It was reported that, the coefficient α varies in the range of 1.3±0.03 for wetland
surfaces (Priestley and Taylor, 1972). For this study, α value of 1.3 was used.

8.4.1.3 Modified Makkink Method

The Modified Makkink (MM) method is widely used in western Europe. This
method is one of the simplest radiation models. The result from this will be com-
pared with PM method and a calibrated coefficient will be proposed. The MM
method is defined as (De Bruin, 1981):

ET0 = 0.65
�

λ(� + γ )
Rs (8.3)

where Rs is the incoming solar radiation (MJ m–2/day).
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8.4.1.4 Simple Abtew Equation

This method requires only solar radiation for estimation of ET. This simple method
gives actual ET when soil moisture is not a limiting factor for ET and in drier
conditions it gives potential ET (Abtew, 1996). It is formulated as:

ET = k
Rs

λ
(8.4)

where ET (mm/day) is the daily evapotranspiration, k is taken as 0.53, this coeffi-
cient could be calibrated locally (Abtew and Obeysekera, 1995). A locally calibrated
coefficient will be proposed, after comparing with the P-M reference ET.

8.4.2 Surface Energy Balance Systems (SEBS)

The SEBS method developed by Su (2002) is one of the remote sensing methods to
estimate turbulent surface energy fluxes. MODIS spectral products and meteorolog-
ical data were used for the estimation of energy fluxes in SEBS. Actual ET (ETa)
is estimated as a residual of mass balance and energy balance equations, which is
written as:

ETa = Rn − G − H

λ
(8.5)

where Rn is the net radiation, G is the soil heat flux, H is the sensible heat flux and λ

is the latent heat of evaporation (J/kg). Parameterizations of the inputs for the SEBS
algorithm are explained in detail in Su (2002) and Temesgen (2009). The instanta-
neous values obtained with Eq. (8.5) are first extrapolated to daily values using the
assumption that the evaporative fraction is constant during the day. Secondly, the
daily values are extrapolated to monthly estimates, using the monthly PM estimates
based on sunshine hours. All pixels of the floodplain are then averaged to obtain a
single monthly ETa value.

8.5 Results and Discussion

In this section, first, the performance of conventional methods of reference ET esti-
mations are compared to the Penman-Monteith PM equation. Second, the results
of the calculation of actual ET with the SEBS approach are discussed. Finally, the
results are combined to yield the local crop coefficient of rice.
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8.5.1 Reference Evapotranspiration

8.5.1.1 Priestley Taylor

Figure 8.2 shows scatter plots of PT versus PM reference ET for two stations:
Woreta (left panel) and Bahir Dar (right panel), using an a priori coefficient of
α = 1.3. Table 8.1 shows the statistics of the comparison: the R2, the root mean
square error (RMSE), the average mean error (AME) and the bias (in mm/day). The
table includes both the results for the a priori value of α= 1.3 and a (least square
error) calibrated coefficient of α =1.14. Calibration obviously improved the results
significantly for both the stations: the RMSE, AME and bias are reduced by a factor
2 or more.

8.5.1.2 Modified Makkink

A similar comparison between PM and MM shows that the Makkink method per-
forms very well (Fig. 8.3 and Table 8.1). Even though the Makkink method was
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Fig. 8.2 Scatter plot of PT vs PM ET0 at stations (a) Woreta (b) Bahir Dar

Table 8.1 Comparison of different methods (PT, MM and A) with PM

Methods R2
RMSE
(mm day−1)

AME
(mm day−1)

Bias
(mm day−1)

PT WWS BD WWS BD WWS BD WWS BD

α = 1.30 0.79 0.81 0.77 0.63 0.72 0.56 0.71 0.53
α = 1.14 0.79 0.81 0.29 0.34 0.25 0.27 0.13 0.01
MM 0.93 0.88 0.19 0.25 0.16 0.19 0.00 0.01
A
k = 0.53
k = 0.48

0.90
0.90

0.81
0.81

0.60
0.25

0.63
0.34

0.55
0.21

0.55
0.21

0.54
0.11

0.53
0.11
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Fig. 8.3 Scatter plot of MM vs PM ET0 at stations (a) Woreta (b) Bahir Dar

developed for well-watered grassland in The Netherlands (De Bruin, 1981), the
MM equation performs well for both stations without the need for calibration of
the coefficient to obtain better matching ET0 estimations.

8.5.1.3 Abtew Equation

Figure 8.4 and Table 8.1 show the analysis for Abtew’s equation. Abtew simple
method also requires local calibration of the coefficient. After local calibration with
coefficient k = 0.48, the result improved (Table 8.1). The MM method appears to
be slightly better than Abtew’s method because it does not require much calibration
and hence it would be more generally valid in Ethiopian conditions.
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8.5.2 Actual Evapotranspiration with SEBS

8.5.2.1 Comparison of Remote Sensing (RS) Actual ET to PM ET0

Reference evapotranspiration is a climatologic variable characterizing the evapora-
tive demand of the surface, whereas actual evapotranspiration (ETa) represents the
effects of soil moisture, land cover heterogeneity and the variability of climatic con-
ditions. Comparing actual to reference evapotranspiration gives insight in the spatial
variability of land cover and stress conditions. Differences between time series of
actual evapotranspiration and reference evapotranspiration for specific crops indi-
cate the seasonal cycle for the crop coefficient. It is noted that differences also
are due to possible effects of water stress that is unaccounted for. We assume that
water is sufficiently available not to constrain evapotranspiration. We note that ET
estimations are for the wet season where rainfall commonly occurs in heavy daily
showers. When comparing remote sensing based ETa with ground based ET0, one
should realize that ET0 estimates are spatially limited and computed on daily basis,
whereas the remote sensing technique estimates of ETa are spatially distributed, but
they are only valid for the instantaneous time of the satellite overpasses.

Time series of ET0 and ETa are shown in Fig. 8.5. One day per month was
analysed. The instantaneous RS ETa values were extrapolated to daily and monthly
values.

The annual ETa estimated from this approach was 1,519 mm, while PM ET0
was 1,498 mm in the year 2008 (Nov 2007–Oct 2008). The mean annual rainfall
over the last 5 years in the Fogera floodplain was 1,296 mm (Temesgen, 2009). This
indicates that the annual actual ET was 17% higher than the mean annual rainfall
over the area. This is probably due to the spate irrigation practices in the area during
the dry seasons, which use water from upstream areas.

In Fig. 8.5, both the remote sensing daily and monthly actual ET and the PM
ET0 daily and monthly estimations follow a similar trend. In the wet season (July to
October) the daily estimations from SEBS were larger than the respective PM ET0,
whereas in dry seasons, the PM ET0 was larger than SEBS estimations.

This could be explained by the drying out of the top soil layers leading to a
reduction of moisture available for evapotranspiration.

April is the driest month in the floodplain and soil moisture is then the limiting
factor for ETa and reduction in ETa is then observed. ETa is limited by the available
net radiation during the rainy season.

8.5.2.2 Spatiotemporal Distribution of ETa over the Entire Floodplain

The spatial and temporal variation of ET over the plain was analyzed using three
selected images. The spatial variation over the entire area was more pronounced in
the dry seasons. The spatial and temporal variation of ET for some selected months
is shown in Fig. 8.6.

On January 1st 2008, the actual ET over the plain ranges from 2 mm in a day in
bare lands to 4.6 mm a day on wet surfaces, with mean value of 3.3 mm and standard



8 Evapotranspiration Modeling Using Remote Sensing and Empirical Models 173

0

1

2

3

4

5

6

1-
Ja

n

25
-F

eb

28
-M

ar

26
-A

pr

15
-M

ay

9-
Ju

n

25
-J

ul

23
-A

ug

6-
Sep

7-
Oct

14
-N

ov

7-
Dec

Date

E
T

 (
m

m
 d

−1
)

Daily actual ET Daily PM ETo

(a)

Monthly actual ET Monthly PM ETo

(b)

0
2
4
6
8

10
12
14
16
18

Ja
nu

ar
y

Feb
ru

ar
y

M
ar

ch
Apr

il
M

ay
Ju

ne Ju
ly

Aug
us

t

Sep
te

m
be

r

Octo
be

r

Nov
em

be
r

Dec
em

be
r

Months

E
T

 (
cm

)

Fig. 8.5 (a) Daily actual ET and daily PM ET0 (b) monthly actual ET and PM ET0

deviation of 0.59 mm. The evaporative fraction for this day ranges from 0.4 to 0.95,
with mean of 0.71 and standard deviation of 0.11.

In the same way, on 26 April 2008 the spatial distribution of ET follows similar
pattern as of January 1st 2008, except here more pixels become drier. The minimum
and maximum ET was 1.5 and 5 mm a day respectively, with mean value of 3.25 mm
and standard deviation of 0.61 mm. The evaporative fraction ranges from 0.3 to 0.9
with mean of 0.55 and standard deviation of 0.11.

On 6 September 2008, daily ET ranges from 4 to 6 mm with mean value of
4.95 mm and standard deviation of 0.37 mm. The evaporative fraction ranges from
0.74 to 0.95 with mean value of 0.83 and standard deviation of 0.05. The lower
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a) January 1 b) April 26

c) September 6
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Fig. 8.6 Spatio-temporal distribution of ET over the floodplain (Projection: UTM, WGS 84)

standard deviation here clearly shows that the spatial variation in wet months is less
pronounced.

The high ETa values in September clearly show the abundant vegetation growth
in the area at the end of the rainy season. The ETa values are lowest in April when
fields are being ploughed, and conditions are dry. The January values show that
vegetation is still growing vigorously near the lake shore, i.e. the lowest part of the
floodplain where spate irrigation can be maintained for the longest period of time.

8.5.2.3 Spatiotemporal Distributions of Actual ET over Rice Fields

The spatiotemporal distribution of ET over the rice field in the floodplain was ana-
lyzed using three selected images. On July 7, the actual ET over the rice field ranges
from 2.7 to 4.7 mm/day, with mean and standard deviation of 3.6 mm and 0.27 mm
respectively. Similarly, on September 6, ET varies from 3.5 to 5.9 mm in a day, with
mean and standard deviation of 4.95–0.37 mm respectively, whereas on December
7 ET varies from 1.5 to 4.7 mm/day with mean 2.88 mm and standard deviation of
0.79 mm. The lower value of standard deviation in July and September indicate that
spatial variation in rice field was less pronounced; whereas in December as majority
of the rice has been harvested and the spatial variation was more pronounced.
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a) July 7 b) September 6

c) December 7
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Fig. 8.7 Spatiotemporal distribution of ET on rice field (a) July7 (b) September 6 (c) December
7 (Projection UTM, WGS84)

In summary, the spatial variation of ET over the rice field during the seedling
and the fully growing seasons was not pronounced; whereas the temporal variation
of ET in the rice field was larger. During early and harvesting stage of rice, ET was
relatively low compared to its fully growing season. The images of the three selected
days are shown in the Fig. 8.7.

8.5.2.4 Single Crop Coefficient (Kc) for Rice Field

The spatial and temporal variation of Kc is shown in selected images of Fig. 8.8. In
July, where the rice was in seedling stage, the Kc had an average value of 0.9 with
standard deviation of 0.12. In September, when the rice was in its mid growing stage,
the Kc value had increased to an average value of 1.16, with standard deviation of
0.13 and during harvesting period, Kc reduced to an average of 0.81 and standard
deviation of 0.30. These values agree well with the literature values of 1.0, 1.15 and
0.7–0.45 for initial, mid and harvesting seasons of the cropping period respectively
(Allen et al., 1998). It is assumed that, there is no water stress during this period and
therefore Ks can be taken as 1. This seems to be realistic because rains are usually
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Fig. 8.8 Spatiotemporal distribution of Kc on rice field (a) July 7 (b) September 6 (c) December
7 (projection UTM, WGS84)

abundant during the rainy season and surface water is also flowing in from upstream
areas. The length of the rice growing season appears to be normal (120–150 days)
(Allen et al., 1998).

8.6 Conclusions and Recommendations

The two objectives of this study were to compare different ET0 methods to the (more
complete) PM estimate, and to derive remotely sensed based actual ET relative to
ET0 over the Fogera floodplain. MODIS products were used in SEBS. The Woreta
and the Bahir Dar weather station data were also used.

Ground based estimations of ET0 for the year 2008 were carried out using dif-
ferent methods. The different empirical methods were compared to the standard PM
reference ET0. From the different conventional methods used, the MM method was
the only method which does not require local calibration of the coefficient. This
method performed the best among the models tested, with a coefficient of deter-
mination R2 of 0.93, RMSE of 0.19 mm, and AME of 0.16 mm. The PT method
overestimated ET0 when the a priori coefficient, α = 1.3 was used. Better estimates
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were found when the coefficient α was reduced to 1.14. The simple Abtew equa-
tion also performed well in the area. However it proved necessary to calibrate the
coefficient which then gives R2 of 0.9, an RMSE of 0.25 mm/day, and AME of
0.21 mm/day. The advantage of Abtew’s method is that ET0 can be estimated using
radiation data only.

The spatial average of actual ET estimated from remote sensing over the flood-
plain was smaller than the PM reference ET0 in relatively drier periods, whereas in
wet season the actual ET was larger than the PM reference ET0. The annual actual
ETa over the floodplain was found about 1,519 mm whereas the annual PM refer-
ence ET0 was 1,498 mm. In wet seasons, the spatial variation of actual ETa was not
well pronounced, whereas in relatively dry months the spatial variation was clearly
pronounced.

The crop coefficient (Kc) of the rice field was estimated in the three growing
stages in 2008. The estimations of Kc in the seedling, fully grown, and harvesting
periods were 0.9, 1.16, and 0.81 respectively, where these values agree well with
the literature values. The length of the growing season lies between 120 and 150
days which appear to be in line with values reported by Allen et al. (1998). The crop
stress coefficient Ks has been taken as 1 because rains are usually quite good during
the rainy season.

The preliminary results obtained with the MM and A methods appear to be
promising. However, further validation and calibration work is required before these
simple methods can be routinely applied in the area.
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Chapter 9
Flood Hazard and Risk Assessment Using GIS
and Remote Sensing in Fogera Woreda,
Northwest Ethiopia

Woubet Gashaw and Dagnachew Legesse

Abstract Flood is a natural disaster. However human activities in many circum-
stances change flood behavior. The objective of this study was to assess flood
hazard and risk of Fogera woreda (district), which is one of the most severely flood
affected areas in Ethiopia in general and Ribb–Gumara Catchment in particular,
using Geographic information system (GIS) and remote sensing techniques. Land
use/land cover change detection was done for the catchment using the 1973, 1985
and 1999 Landsat images and the general trend showed that vegetative and grass-
land areas were mainly changed to agricultural lands. Comparison between long
year (1974–2006) annual maximum daily rainfall and annual maximum daily gauge
levels (1971–2005) data of Ribb and Gumara Rivers showed that rainfall slightly
decreases while gauge level increases, and this can be attributed to land cover con-
version especially in the upper catchment. Flood frequency analysis was done using
Ribb and Gumara Rivers annual maximum daily gauge levels by Gumbel’s, and the
likely flood levels in different return periods were found. Digital elevation mod-
els (DEM) and the 100 year return period base-flood were combined in the GIS
environment in order to produce flood inundation maps. More over, flood causative
factors were developed in the GIS and remote sensing environment and weighted
and overlaid in the principle of pair-wise comparison and Multicriteria Evaluation
(MCE) technique in order to arrive at flood hazard and risk mapping. The major
findings of the study from both the two methods revealed that most of the areas in
the downstream part of the catchment and the different land uses in these areas were
within high to very high flood hazard and risk level. The presence of risk assess-
ment mapping will help the concerned authorities to formulate their development
strategies according to the available risk to the area.

Keywords Flood risk · MCE · GIS · Remote sensing · Flood frequency · Land
use/land cover dynamics
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9.1 Introduction

Flood is probably the most devastating, widespread and frequent natural hazard of
the world. This problem is more acute in highland areas like Ethiopia under strong
environmental degradation due to population pressure. According to UNEP (2002),
the major environmental disasters in Africa are recurrent droughts and floods.
Their socio-economic and ecological impacts are devastating to African countries,
because most of them do not have real time forecasting technology or resources for
post-disaster rehabilitation.

Topographically, Ethiopia is both a highland/mountainous and lowland country.
It is composed of nine major river basins, the drainage systems of which originate
from the centrally situated highlands and make their way down to the peripheral or
outlying lowlands. Especially during the rainy season (June-September), the major
perennial rivers as well as their numerous tributaries forming the country’s drainage
systems carry their peak discharges.

Owing to its topographic and altitudinal characteristics, flooding, as a natu-
ral phenomenon, is not new to Ethiopia. They have been occurring at different
places and times with varying magnitude. Some parts of the country do face
major flooding. Most prominent ones include: extensive plain fields surround-
ing Lake Tana and Gumara and Rib Rivers in Amhara Regional State; areas in
Oromia and Afar Regional States that constitute the mid and downstream plains
of the Awash River; places in Somali Regional State that fall mainly along down-
stream of the Wabishebelle, Genalle and Dawa Rivers; low-lying areas falling
along Baro, Gilo and Akobo Rivers in Gambella Regional State; downstream areas
of Omo River in the Southern Nations, Nationalities and Peoples Regional State
(DPPA, 2006).

The country experiences two types of floods: flash floods and river floods. Flash
floods are the ones formed from excess rains falling on upstream watersheds and
gush downstream with massive concentration, speed and force. Often, they are
sudden and appear unnoticed. Therefore, such floods often result in a consider-
able toll; and the damage becomes especially pronounced and devastating when
they pass across or along human settlements and infrastructure concentration. The
recent incident (2006 summer) that the Dire Dawa City experienced was typi-
cal of flash flood. On the other hand, much of the flood disasters in Ethiopia
are attributed to rivers that overflow or burst their banks and inundate down-
stream plain lands. The flood that has recently assaulted Southern Omo Zone and
South Gondar (mainly Fogera woreda) Zone was a typical manifestation of river
floods.

It is evident that, the problem of river flooding in Ethiopia is getting more
and more acute due to human intervention in the fragile highland areas at an
ever-increasing scale. According to United Nation Office for the Coordination of
Humanitarian Affairs (UNOCHA) (2006), across Ethiopia, the number of people
affected by the floods of 2006 was 357,000 including 136,528 forced to abandon
their homes. Ethiopia’s northern Amhara region was the worst hit in the giant Horn
of Africa nation, with 97,000 people affected, of which 37,000 lost their homes. The
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Photo 9.1 The 2006 flood in
Woreta Zuzia

floods swamp large areas of cropped land in this region. Another survey conducted
by the Joint Government and Humanitarian Partners Flash Appeal for the 2006
Flood Disaster in Ethiopia (DPPA, 2006) showed that in Amhara Region 40,500
people were vulnerable, 47,100 affected, and 5 were died by this year flood (Photo
9.1 and 9.2).

Fogera woreda (district) (Fig. 9.1), which is located between 11◦57′ N and 12◦30′
N latitude & 37◦35′ E and 37◦58′ E longitude, is traditionally identified as one of
flood prone areas of Ethiopia. This woreda has an aerial extent of 1,110 km2 and a
total population of about 246,541 of which over 90% has rural setting. Elevation in
the study area ranges from 1,780 to 2,510 m and it has an average elevation of 1,937
m above mean sea level. The woreda is drained by two major rivers, namely Ribb
and Gumara. It totally lays in Ribb–Gumara catchment, which is part of the Blue

Photo 9.2 Displaced people
in the temporary shelter
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Fig. 9.1 Location map of the study area

Nile basin. This catchment encloses big flat to gently sloping plains located in the
eastern side of Lake Tana. Fogera woreda is particularly found in the downstream
part of the above mentioned catchment. Overflow of Ribb and Gumara Rivers and
backflow of Lake Tana has affected and displaced 43,127 and 8,728 people, respec-
tively in Fogera woreda in the 2006 summer (UNOCHA, 2006). Some people said
that several months of excessive rain has flooded rivers and stranded families in
low-lying areas. While others said it is severe environmental degradation of spe-
cially the highlands that cause floods in this woreda. This issue needs research in
order to design long-lasting solutions for the safety of the population and the natural
environment as well.

Geographic information system (GIS) provides a broad range of tools for deter-
mining area affected by floods and for forecasting areas that are likely to be flooded
due to high water level in a river. Geographic information system was extensively
used to assemble information from different maps, aerial photographs, satellite
images and digital elevation models (DEM). Census data and other relevant sta-
tistical abstract were also used to make the risk map more oriented to need of the
local inhabitants. Remote sensing technology along with GIS has become the key
tool for flood monitoring in recent years. The central focus in this field revolves
around delineation of flood zones and preparation of flood hazard and risk maps for
the vulnerable areas. River flooding in the developing countries of Africa is very
acute because of their heavy dependence on agriculture but any flood estimation or
hazard mapping attempt in this region is handicapped by poor availability of high
resolution DEMs. Flood hazard mapping is a vital component for appropriate land
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use planning in flood-prone areas. It creates easily read, rapidly accessible charts
and maps, which facilitates the administrators and planners to identify areas of risk
and prioritize their mitigation/response efforts.

The regulation of flood hazard areas coupled with enactment and enforcement
of flood hazard zoning could prevent damage of life and property from flooding in
short term as well as in long term. Flood management and control are necessary not
only because floods impose a curse on the society, but the optimal exploitation of the
land and proper management and control of water resources are of vital importance
for bringing prosperity in the predominantly agricultural based economy of this
highly populated woreda. This cannot become technically feasible without effec-
tive flood hazard and risk mapping. Flood risk mapping is the vital component in
flood mitigation measures and land use planning. This study attempts to synthesize
the relevant database in a spatial framework to evolve a flood risk map for Fogera
woreda in particular and flood hazard map of Ribb and Gumara Catchment in gen-
eral with the application of multi-criteria evaluation (MCE) technique. Basic aim of
this effort is to identify the area chronically suffering from flooding and creates a
flood hazard and risk maps based on topographical, meteorological, hydrological,
and socioeconomic data. The study has also focused on the identification of factors
controlling flood hazard in the study area. A flood risk map based on administra-
tive units is particularly handy for the planners and administrators for formulating
remedial strategy. It also makes the process of resource allocation simple result-
ing in a smooth and effective implementation of the adopted flood management
strategy.

9.2 Materials and Methods

9.2.1 Study Area Description

Ribb–Gumara Catchment, drained by Ribb and Gumara Rivers, is located between
11◦43′N and 11◦53′N Latitude and 37◦47′ E & 37◦54′ E Longitude (Fig. 9.2). This
catchment is part of the Nile River basin and more particularly that of the Lake
Tana basin located on the Northeastern side of Lake Tana. It has an areal extent of
about 3,320 km2. Fogera woreda, which has an area of 1,110 km2, totally lies in this
catchment. This woreda is found in the down stream part of the catchment where
Ribb and Gumara Rivers join to Lake Tana. Overflow of these rivers and back flow
of Lake Tana frequently flooded this woreda than other woredas in the Catchment
(FWOARD, 2006), and therefore selected for detailed flood risk study. Gumara and
Ribb Rivers has their source in a mountainous area and in their lower reaches, these
rivers flow through a large flat to very gentle sloping plain which is exposed to
serious floods.

Fogera woreda lies to the south-eastern shore of Lake Tana on the road from
Bahir Dar to Gondar, 625 km from Addis Ababa and 55 km north of the Regional
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Fig. 9.2 Location map of Ribb–Gumara Catchment

capital of Bahir Dar (Fig. 9.1). The study area has a very flat land, which is known
as the Fogera plain, adjacent to the eastern coast of Lake Tana. Altitude ranges from
1,780 to 2,510 m. Total annual rainfall ranges from about 1,100–1530 mm/year. The
spatial distribution of rainfall showed that eastern and central part of the woreda
receive highest rainfall while the northern portion receives the lowest. The seasonal
rainfall has a unimodal distribution with peak in July. This is within the “Meher”
season and it receives about 70% of the annual rainfall. The mean annual rain-
fall is 1,430 mm and mean monthly values varies between 0.6 mm (January) and
415.8 mm (July), which indicate poor temporal distribution of rainfall. The mean
monthly temperature of the area is about 19◦C, monthly mean maximum tempera-
ture is about 27.3◦C, and monthly mean minimum temperature is 11.5◦C. The major
soil types in Fogera woreda exhibit a general relationship with altitude and slopes.
Vertisols and Fluvisols are generally dominating the woreda and particularly the
lowland flat plains, valley bottoms and river terraces. Texturally these soils are sandy
clay and sandy loam respectively (FAO, 2006). Shallow Leptisols are the dominant
soil types found in the mountain and hills of the study area. Luvisols dominate the
southern and central part of the woreda. There have been many destructive floods
in Fogera woreda, including very severe floods of 1996, 1998, 1999, 2000, 2001,
2003 and 2006 (Shiferaw and Wondafrash, 2006). The 1996 flood set a new record
for flooded area, while 2006 flood was unprecedented with its long duration and
damage.
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9.2.2 Data Collection

Contour (20 m interval) was digitized from 1:50,000 scale topographic map
obtained from Ethiopian Mapping Authority (EMA). Drainage networks were
also digitized from this topographic map. Annual maximum daily gauge level
data (1971–2005) of Ribb and Gumara Rivers at Ribb-Addiszemen and Gumara
Gauge Stations respectively was obtained from Ministry of Water Resources
(MoWR). Annual maximum daily rainfall records (1974–2006) from eleven mete-
orological stations in and around the catchment were collected from National
Meteorological Agency (NMA). Soil type shape file was obtained from Ministry
of Water Resources, and Fogera woreda boundary was obtained from International
Livestock Research Institute (ILRI) and digitized. The 2007 population record of
the woreda was taken from Central Statistical Authority (CSA). Landsat images
of February 01, 1973, November 23, 1985 and October 09, 1999 were downloaded
from American Global Land Cover Facilities (GLCF) website. Finally, ground truths
of the 2006 flood damage and accuracy assessment points were collected with GPS
in the field.

9.2.3 Methodology

Software used in this study were selected based on the capability to work on the
existing problems in achieving the predetermined objectives. First and for most,
Arc Hydro 9 software, which works as an extension on ArcGIS 9× version soft-
ware, was used to delineate the watershed for which flood hazard analysis was done.
MS Excel was used for the flood frequency analysis. Image processing software,
ERDAS 9.1 was used for image processing of satellite images. Another image pro-
cessing software, ENVI 4.3 was used to compute change detection analysis on land
use/land cover map of classified images and to do accuracy assessment. The factor
map development was carried out using ArcGIS 9.2. The factors that are input for
multi-criteria analysis should be pre-processed in accordance to the criteria set to
develop flood hazard and risk analysis. So, using Spatial Analyst, 3D Analyst and
Geostatistical Analyst extensions, some relevant GIS analyses were undertaken to
convert the collected shape files. Eigen vector for the selected factor was computed
using Weight module in IDRISI 32 software.

Land cover mapping requires the use of other interpretation elements than just
reflectance, particularly positioned in the landscape, with size and association.
In addition, knowledge of the land use systems and their extent is essential for
attributing spectral reflectance curves to land cover types.

Since the same spectral reflectance curve can represent a variety of land cover
types, ground information is essential. Ground information is also needed to deter-
mine other land cover characteristics (interpretation elements) such as associations,
landscape position, etc. Field visits were consequently undertaken as early as pos-
sible in the mapping of the study sites. The principal aim of the field visit was to
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understand the image representation of the ground information; to learn what all the
image and patterns represent, although areas of uncertainty will always be discov-
ered later. This method was previously used to interpret aerial photography – rather
than the black box approach whereby ground information is only recognized from
specific training areas.

Flood risk of the woreda was analyzed from the following general risk equation
(Shook, 1997).

Risk = (Elements at risk)∗
(
Hazard∗Vulnerability

)
(9.1)

The flood hazard analysis was computed using MCE. To run MCE, the selected
flood causative factors such as slope, soil type, elevation, land use/land cover,
drainage density, and rainfall were developed and weighted. Then weighted over-
lay technique was conducted in ArcGIS 9.2 Model Builder to generate flood
hazard map. Considering the degree of loss to be total for the study area,
the vulnerability is assumed to be one. Finally, to generate flood risk map of
the woreda, layers of elements at risk (population density and land use) and
flood hazard were overlaid using weighted overlay analysis technique in GIS
environment.

Flood frequency analysis is one of the important studies of river hydrology. It is
essential to interpret the past record of flood events in order to evaluate future pos-
sibilities of such occurrences. The estimation of the frequencies of flood is essential
for the quantitative assessment of the flood problem. The knowledge of magnitude
and probable frequency of such recurrence is also required for proper design and
location of hydraulic structures and for other allied studies. The gauge data which
are random variable follow the law of statistical distribution. After a detailed study
of the distribution of the random variables and its parameters such as standard devi-
ation, skewness etc. and applying probability theory, one can reasonably predict the
probability of occurrence of any major flood events in terms of discharge or water
level for a specified return period.

Flood frequency analysis was done in this study by selecting annual maximum
daily gauge levels at Ribb-Addiszemen and Gumara gauge site located in the catch-
ment area. Two methods of statistical distribution i.e. Gumbel’s extreme value
distribution and Log Pearson type III distribution were attempted by selecting peak
gauge level data for 35 years (1971–2005) at the two gauge stations above.

Gumbel’s Method: This extreme value distribution was introduced by Gumbel
(1954) and is commonly known as Gumbel’s distribution (Gumbel, 1954 as cited
by Suresh, 2005). It is one of the most widely used probability analysis for extreme
values in hydrologic and meteorological studies for prediction of flood, rainfall etc.

Gumbel defined flood as the largest of the 365 daily flows and the annual series
of flood flows constitute a series of largest values of flows. This study attempt to
find out water levels at different return period using the Gumbel’s equation:

xT = x + k ∗ SDV, (9.2)
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where

xT = Value of variate with a return period ‘T’
xavg = Mean of the variate
SDV = Standard deviation of the sample
k = Frequency factor expressed as

k = (
yT − 0.577

)
/1.2825 (9.3)

yT = Reduced variate expressed by

(
yT

)
/(T − 1) = − (

LN ∗ LN
)

(9.4)

T = Return period
Log Pearson Type – III Method: This method is extensively used in USA for

project sponsored by US Government. In this method, the variate is first transformed
into logarithmic form (base 10) and the transformed data is then analyzed (Chow
et al., 1988). If “X” is the variate of a random hydrologic series, then the series of
“Z” variates where z = log x are first obtained. For this “z” series, for any recurrence
interval “T”, the equation is

zT = zavg + Kz ∗ SDV (9.5)

Where,

Kz = Frequency factor taken from table with values of coefficient of skew “Cs”
and recurrence interval “T”.

SDV = Standard deviation of the “Z” variate sample.
Cs = Co-efficient of skew of variate “Z”

=
{

N�
(

z − zavg
)3

}/{
( N − 1 ) ( N − 2 ) (SDV)3

}
(9.6)

zavg = Mean of the “z” values
N = Sample size = Number of years of record

After finding “zT” with the equation above, the corresponding value of “xT” is
obtained by

xT = Antilog (zT) (9.7)

After obtaining gauge levels by the above two methods for different return period
flood, Chi Square test was carried out for “goodness of fit”.
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Recurrence Interval can be calculated as:

(n + 1)
/

m, (9.8)

where

n is number of samples (years), and
m-rank of a given gauge level.

9.3 Data Processing, Analysis and Result

9.3.1 Database Design

The geographic database (geodatabase) is a core geographic information model to
organize a spatial data in to thematic layers and spatial representations. Two types
of geodatabase architectures are available under ESRI’s ArcGIS package: Personal
Geodatabase and Multiuser Geodatabase. In this study, personal geodatabase was
implemented to store the necessary data that could be applicable to the final analysis
for the designed objectives.

9.3.2 Land Use/Land Cover Analysis

The 1973 MSS, 1985 TM and 1999 ETM Landsat images of Rib-Gumara catchment
were used to define the different classes of land cover types and there by for the land
use/land cover change detection.

Supervised image classification which is a widely used technique was applied
in this study. Accordingly, the three land use/land cover maps of the year 1973
(Fig. 9.3a), 1985 (Fig. 9.3b) and 1999 (Fig. 9.3c) were generated using maximum
likelihood classifier algorithm. The 1973 land use/land cover pattern of the catch-
ment has been classified into five categories- such as agricultural land, bare land,
grass land, Shrub and Reed land, and Wood land. Agricultural and wood lands
occupy most of the areas in the catchment. While that of the 1985 and 1999 Land
use/land cover patterns were classified in to seven classes such as agricultural land,
bare land, grass land, plantation forest, Shrub and Reed land, swamp, and Wood
land. In the 1985 land use/land cover classes, Agricultural and Grass lands occupy
most of the areas while in that of the 1999 agricultural land constitute the largest
part.

The ground truth data were utilized in the maximum likelihood report as the
independent data set from which the classification accuracy was compared. The
accuracy is essentially a measure of how many ground truth pixels were classified
correctly. An overall accuracy of 87.63% was achieved with a Kappa coefficient of
0.84 for Landsat 1999 ETM image. The Kappa coefficient represents the proportion
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(a)

Fig. 9.3 Land use/land cover maps of Ribb–Gumara Catchment (a = Feb. 02, 1973; b = Oct. 23,
1985; and c = Nov. 09, 1999)

of agreement obtained after removing the proportion of agreement that could be
expected to occur by chance (Leica Geosystem, 2000). This implies that the Kappa
value of 0.84 represents a probable 84.02% better accuracy than if the classification
resulted from a random, unsupervised, assignment instead of the employed maxi-
mum likelihood classification. Kappa values are characterized into 3 groupings: a
value greater than 0.80 (80%) represents strong agreement, a value between 0.40
and 0.80 (40–80%) represents moderate agreement, and a value below 0.40 (40%)
represents poor agreement (Leica Geosystem, 2000). Therefore, the classification in
this study meets the specified requirement.

Changes in land cover driven by land use can be categorized into two types: mod-
ification and conversion. Modification is a change of condition within a cover type;
for example, unmanaged forest modified to a forest managed by selective cutting.
Conversion is a change from one cover type to another, such as deforestation to
create cropland or pasture.
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(b)

Fig. 9.3 (continued)

The most important change from 1973 to 1985 was observed in the clearance of
wood land for agricultural lands, and that of the 1985–1999 was observed in the
expansion of swamps and agricultural lands at the expense of grass lands (Table 9.1
and Fig. 9.4). Even bare lands were changed in to agricultural lands. The reason of
areal increment of grass land from 1973 to 1985 was that the 1973 MSS image was
taken in February 01 (dry season) while that of the 1985 TM image was taken in
October 09 (just after the rainy season). Decrement in wood, grass and shrub and
reed lands was observed from 1973 to 1999 while there is increment in agricultural
land and plantation forest. Note that, most plantation forests during the field survey
(May 2007) were cleared for additional agricultural lands and for firewood and con-
struction. These have impacts on the past flooding hazards by decreasing surface
roughness which retard the peak flow down stream. Table 9.1 shows areal extent
of the different land use/land cover classes in three different periods (1973, 1985
and 1999). It also incorporates the change of the land uses/covers between the given
years and their percent change.
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(c)

Fig. 9.3 (continued)

9.3.3 Flood Hazard and Risk Analysis

9.3.3.1 Factor Development

Flood causative factors particularly in the study area were identified from field sur-
vey, and literature. Accordingly, slope, soil type, elevation, land use type, drainage
density, and rainfall were listed in order of their importance to flood hazard. Slope
has a great influence on flood hazard. The slope raster layer, which was developed
from 1:50,000 topographic maps with 20 m contour interval in the GIS environment,
was reclassified in five sub-group using standard classification schemes namely
Quantiles. This classification scheme divides the range of attribute values into equal-
sized sub ranges, allowing you to specify the number of intervals while ArcMap
determines where the breaks should be. Finally, the slope was reclassified in to
continuous scale in order of flood hazard rating. Soils of the catchment were con-
verted to raster format and reclassified based on their water infiltration capacity. All
the processes for the development of the elevation factor are as explained above
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Fig. 9.4 LULC Percentage changes between the periods 1973 and 1985, 1985 and 1999, and 1973
and 1999

in the slope factor development. The raster layer is then reclassified in to a com-
mon scale according to their influence to flood hazard. Land use/land cover types
of the catchment were reclassified into a common scale in order of their rainwa-
ter abstraction capacities for the flood hazard analysis, while that of the woreda
were reclassified in order of their vulnerability to flooding for the flood risk analy-
sis. The drainage density layer, which was developed from the same topographic
maps explained above in the GIS environment, was further reclassified in five
sub-group using standard classification schemes namely equal interval. This clas-
sification scheme divides the range of attribute values into equal-sized sub ranges,
allowing you to specify the number of intervals while ArcMap determines where
the breaks should be. New values (common scale) were re-assigned in order of flood
hazard rating. Flood hazard and risk assessment requires an areal rainfall intensity
data. However, NMA only provides point rainfall data. In addition, even though rain-
fall intensity was the best data for flood hazard analysis, this type of data was not
available for most of the meteorological stations in Ethiopia; and therefore annual
maximum daily rainfall was used. This data was changed in to rainfall surface using
ordinary kriging in the Geostatistical extension of ArcGIS 9.2 software. Rainfall
surface was reclassified in to common scale in five sub-group using standard clas-
sification schemes namely equal interval. Population density was reclassified in the
assumption that the denser the population the more vulnerable it will be to flood
hazard. Standardized values of each factor in the reclassification process were listed
in Tables 9.2 and 9.3.

9.3.3.2 Flood Hazard Analysis

MCE technique was used to assess flood hazard of the catchment using GIS. MCE is
a procedure which needs several criteria to be evaluated to meet a specific objective
(Malczewski, J., 1999). It is most commonly achieved by one of two procedures.
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Table 9.2 Scaled and waited flood hazard inducing factors

Factor Weight Sub-factor Scale (hazard)

1. Slope (percent) 0.2690 0–0.9
0.9–6.4
6.4–12.8
12.8–22.8
22.8–88.9

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

2. Soil (based on drainage
capacity)

0.1793 Eutric vertisols
Eutric fluvisols
Haplic luvisols
Chromic luvisols
Eutric leptosols

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

3. Elevation (meter) 0.0860 1,780–2,240
2,240–2,700
2,700–3,160
3,160–3,620
3,620–4,080

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

4. Land use (level of flood
abstraction)

0.0562 Swamp
Agriculture/bare land
Grass land
Wood and Shrub land
Plantation forest

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

5. Drainage density (km/km2) 0.3712 2.8–3.5
2.1–2.8
1.4–2.1
0.7–1.4
0–0.7

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

6. Daily max rainfall (mm) 0.0383 76.9–70.5
70.5–64.0
64.0–57.5
57.5–51.1
51.1–44.6

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

The first involves Boolean overlay whereby all criteria are reduced to logical state-
ments of suitability and then combined by means of one or more logical operators
such as intersection (AND) and union (OR). The second procedure which was used
in the study is known as weighted linear combination (WLC) where continuous cri-
teria (factors) were standardized to a common data model that was raster layer with
a resolution of 30 m cell size, and then combined by means of a weighted overlay.
The result is a continuous mapping of flood hazard and finally thresholded to yield
a final decision.

The standardized raster layers were weighted using Eigen vector that is important
to show the importance of each factor as compared to each other in the contribution
of flood hazard. The weights for each factor were given through discussion with
the concerned bodies and based on literature. Accordingly, the Eigen vector of the
weight of the factors was computed in IDRISI 32 software in Analysis menu of the
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Table 9.3 Scaled and weighted flood risk analysis factors

Factors Weight Sub-factors Scale (risk)

1. Flood hazard 0.3333 Very high
High
Moderate
Low
Very low

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

2. Population density
(person/km2)

0.3333 2,396–400
400–225
225–200
200–175
175–149

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

3. Land use types (based on their
sensitivity to flooding)

0.3333 Agriculture
Grass land/bare land
Swamp
Plantation forest
Wood and shrub land

5 (Very high)
4 (High)
3 (Moderate)
2 (Low)
1 (Very low)

Decision Support/Weight module. The Weight module was fed with the pair wise
comparison matrix file of the factors in a Pair wise comparison 9 Point continuous
scale (Eastman, 2001). And the principal eigenvector of the pair wise comparison
matrix using the factors affecting flood hazard was calculated. It was found that
the Consistency Ratio to be 0.02, which is acceptable. The computed Eigen vector
was used as a coefficient for the respective factor maps to be combined in Weighted
Overlay in ArcGIS environment.

The flood hazard maps (Fig. 9.5a, b) shows that 192.8, 502.7, 547.2, 1,099.7,
974.3 km2 of Ribb–Gumara Catchment, and 141.6, 178.8, 324.3, 355.7, 108.8 km2

area of Fogera woreda were subjected respectively to very high, high, moderate, low
and very low flood hazards.

About three-fourth of area of the catchment under very high flood hazard fall in
Fogera woreda while this woreda is only one-third of the catchment. PAs with more
than three-fourth of their areas fall under high and very high flood hazard include
Wagtera (100%), Nabega (99.6%), Kidiste Hana (98.9%), Shina (93.1%), and Shaga
(92.2%). All of these areas lie in the downstream part of Ribb and Gumara Rivers
where they join to Lake Tana. Further analysis revealed that 99.7% swamps, 93.8%
grass lands, 27.9% shrub lands, and 24.1% Agricultural lands fall under high to very
high flood hazard.

9.3.3.3 Flood Risk Analysis

As the flood hazard result of the catchment revealed, all of the very high and high
hazard areas of the Catchment fall in Fogera woreda. Therefore, it is found important
to do the flood risk assessment for this woreda. Flood risk assessment was done for
Fogera woreda using the flood hazard layer and the two elements at risk, namely
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(a)

Fig. 9.5 (a) Flood Hazard map of Ribb–Gumara Catchment, and (b) Fogera woreda

population and land use. Vulnerability was assumed to be one. These three factors
remained to be equally important in the Weighted Overlay process (Table 9.3).

Flood risk assessment and mapping was done for Fogera woreda by taking pop-
ulation and land use/land cover elements that are at risk combined with the degree
of flood hazards of the woreda.

According to the flood risk map (Fig. 9.6), it was estimated that 40.1, 165.5,
331.3, 385.8 and 186.4 km2 areas of Fogera woreda were subjected respectively to
very high, high, moderate, low, and very low flood risk.

Elements at risk considered in this study show different levels of risk. PAs that are
about half of their area under flood risk include Wagtera (96.1%), Shaga (90.3%),
Nabega (87.5%), Woreta (65.2%), Bebks (55.8%), Kidiste Hana (53.3%), Shina
(49.4%), and Abua Thua (47.1%). With regard to the other element at risk, land
use/land cover, 81.8% swamps, 81.6% grass lands, 12.8% agricultural lands are
under high to very high flood risk.

The 2006 flood worst hit PAs of Fogera woreda are among the above PAs that are
under flood risk. Therefore, the result was in agreement with the reality that is going
on in the study area. Specifically, results were compared with ground truth data of
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(b)

Fig. 9.5 (continued)

the 2006 flood disaster damaged areas which were collected with GPS during field
survey. All these damaged schools, water pumps, crops, and so on fall in the high to
very high flood risk areas of the flood risk map of this study. In addition, the above
PAs have been traditionally identified as flood prone areas.

9.3.4 Flood Frequency Analysis

Hydrologic systems are sometimes impacted by extreme events, such as severe
storms, floods and droughts. The magnitude of an extreme event is inversely related
to its frequency of occurrence, very extreme events occurring less frequently than
more moderate events. According to Chow et al. (1988), the probability of occur-
rence of an event in any observation is the inverse of its return period; P(X>=XT)
= 1/T.

The objective of frequency analysis of hydrologic data is to relate the magnitude
of extreme events to their frequency of occurrence through the use of probability
distributions. The hydrologic data analyzed are assumed to be independent and iden-
tically distributed, and the hydrologic system producing them (e.g., a storm rainfall
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Fig. 9.6 Flood risk map of the study area

system) is considered to be stochastic, space-independent, and time-independent
(Chow et al., 1988). The hydrologic data employed should be carefully selected so
that the assumptions of independence and identical distribution are satisfied. In prac-
tice, this is often achieved by selecting the annual maximum of the variable being
analyzed (e.g., the annual maximum discharge, which is the largest instantaneous
peak flow occurring at any time during the year) with the expectation that succes-
sive observations of this variable from year to year will be independent. The result of
flood frequency analysis can be used for many engineering purposes: for the design
of dams, brides, culverts, and flood control structures; to determine the economic
values of flood control projects; and to determine flood plains and determine the
effect of encroachments on the flood plain.

Flood frequency analysis in this study was done using annual maximum daily
gauge level data at Ribb-Addiszemen and Gumara gauge stations (1971–2005).
Ribb-Addiszemen gauge station is located at 12◦0′ N latitude and 37◦43′ E lon-
gitude, and has elevation 1,795 m amsl, while that of Gumara is 11◦50′ N latitude
and 37◦38′ E longitude, and 1,800 m amsl. Flood frequency calculations were done
using the Gumbel’s and Log-Pearson Type III methods. CHI Square Test was con-
ducted to test the best fit method to observed data. Using the 100 year base flood
level of the best fit distribution, areas that are likely to be inundated in case of
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embankment failure of the two rivers were mapped. All the neighborhood pixels
in the DEM which has an elevation lower or equal to the specified flood levels were
marked likely to be inundated using the Spatial Analyst (Map Calculator) exten-
sion of ArcGIS 9.2 software. This result was compared with the result of the flood
hazard map done through overlay process of other topographic and meteorological
flood causative factors.

By using Gumbel’s Method, the calculated Gauge levels of Gumara River for
2, 10, 25, 50 and 100 year return period flood were 5.900, 7.091, 7.685, 8.147,
and 8.582 m respectively while that of Ribb-Addiszemen were 6.806, 7.714, 8.166,
8.518, and 8.85 m, respectively. The same gauge data was then analyzed by Log-
Pearson Type III Method and gauge levels obtained for 2, 10, 25, 50 and 100
year return period flood for Gumara are 6.075, 7.06, 7.369, 7.553, and 7.706 m
respectively, while that of Ribb are 7.016, 7.604, 7.731, 7.793, and 7.836 m,
respectively.

The Chi square test comparing computed values with observed values was carried
out to find the best fit method and Gumbel’s method was found to be the best fit for
both rivers. That is, this method has the lower CHI Square value than the Log-
Pearson Type III method (0.081 Vs 0.519 for Gumara River, and 0.055 Vs 0.860 for
Ribb). Therefore, inundation area mapping was done using the Gumbel’s method
100 year return period base flood result.

An 8.582 m gauge level in Gumara River is expected to occur in every 100 year
while that of the Ribb is 8.850 m. In other words, the probability of occurrence of
an 8.582 m gauge level in Gumara River in a given year is 1/100 or (1%), while
with this probability, an 8.85 m gauge level is expected in Ribb River. In Gumara, a
5.900 m gauge level has a 50% probability to occur in any year while in Ribb 6.806
m gauge level is expected with the same probability.

From the Gumbel’s distribution result, given the same return periods, gauge lev-
els for Ribb River were found to be a bit greater than that of Gumara (Table 9.4).
This is because, river density in the Ribb catchment is relatively greater than
that of the Gumara, and again Ribb has more perennial tributaries than that
of Gumara.

As discussed previously, in times of embankment failure, inundation will occur
in the areas that have an elevation lower than the gauge level and that are connected
with the location of the embankment failure. In this study, the 100 year gauge level,

Table 9.4 Gauge levels for selected return periods

Gauge level (m)

Return period Gumara Ribb-Addiszemen

2 5.900 6.806
5 6.616 7.352

10 7.091 7.714
25 7.685 8.166
50 8.147 8.518

100 8.582 8.850
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which is considered as base flood or project flood, from Gumbel’s method for the
Ribb and Gumara rivers were taken to map the likely inundation areas in the two
respective catchments (Fig. 9.7a, b). These flood maps were merged in the GIS
environment so as to see their aggregate effects in the Ribb–Gumara Catchment in
general and Fogera woreda in particular. This map was crossed with the maps of ele-
ments at risk in Fogera woreda to see its impact on the elements at risk. The quality
of the DEM highly limited the inundated area mapping for other return periods. The
difference in gauge level between the 2 year and 100 year return periods was cal-
culated as 2.682 m (Gumara) and 2.044 m (Ribb), while the DEM was developed
from a 20 m interval contour, therefore failed to show different inundated area maps
for different return periods.

For a 100 year return period flood which gage level was calculated as 8.582 m
(Gumara) and 8.850 m (Ribb), the total area of the catchment inundated by the
flood will be 352 km2. This area is about 12% of the total catchment area, and that
of Fogera woreda is 256 km2 (23% of the woreda). As the above maps show, almost
all the area likely to be inundated by a 100 year return period flood fall in Fogera

(a)

Fig. 9.7 Flood inundation map of Ribb–Gumara Catchment (a) and Fogera woreda (b) 100 year
return period
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(b)

Fig. 9.7 (continued)

woreda. Important to mention here is that the identified areas likely to be flooded
by the flood frequency analysis fall in the high and very high flood hazard areas
identified by the overlay analysis of the flood hazard assessment. Thus, the result
from the frequency analysis soundly agreed with that of the overlay analysis.

The areal comparison above shows that about three-fourth of the inundated area
of the catchment (72.7%) fall in Fogera woreda while this woreda is only one-third
of the catchment.

With regard to land use classes, with the above mentioned return period flood,
99.8% swamps, 94.0 grass lands, 30.6% shrub land, and 13.9% agricultural lands
were found likely to be inundated. 100% of Wagtera, Kidiste Hana, Nabega, Shaga,
and Shina and 64.7% of Abua Tihua are likely to be flooded. Most parts of these
rural communities were actually inundated by the last year (2006) flood and the
people were displaced from their residence. Moreover, agricultural crops including
grazing lands of the pastoralist people of these areas were severely damaged by the
2006 flood. As explained before, these areas have been affected by flood almost
every year and therefore traditionally identified as flood prone areas.

The return period T of major flood is the expected value of recurrence interval (τ),
E(τ), its average value measured over a very large number of occurrences. For the
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Table 9.5 Years of major floods with their corresponding recurrence intervals

Major flood year 1996 1998 1999 2000 2001 2003 2006 Average

Recurrence interval (years) 2 1 1 1 2 3 1.67

Ribb-Gumara Rivers data, there are six recurrence intervals covering a total period
of 10 years between the first and last occurrences of major flooding, so the return
period of major flooding of the Ribb and Gumara Rivers is approximately τav =
10/6 = 1.67 years (Table 9.5). Thus the return period of an event of a given mag-
nitude may be defined as the average recurrence interval between events equaling
or exceeding a specified magnitude (Chow et al., 1988). As discussed previously, in
Fogera woreda major flood peaks occurred in 1996, 1998, 1999, 2000, 2001, 2003
and 2006.

Therefore, from the flood frequency analysis, the calculated 2 year return period
gauge level is expected in Ribb–Gumara Catchment in general and Fogera woreda
in particular. That is, 6.806 and 5.90 m gauge levels are expected approximately
in every 2 year in Ribb and Gumara Catchment, respectively. In other words, these
gauge levels have a 60% probability of occurrence in every year in the two respective
rivers.

9.3.5 Discussion

9.3.5.1 Land Use/Land Cover Change and Flood Hazard and Risk

The land covers (shrub land, wood land, grass land) of the upland sites and the
flood plain area have been decreased. Therefore, there is high soil erosion in the
upstream and sediments and dissolved substances cumulatively called river load
deposited in the river channels and on adjacent flood plains in down stream of the
major rivers. Land cover changes increase impervious ground surfaces, decrease
infiltration rate and increase runoff rate, hence causing low base flow during the dry
seasons (Mustafa Y.M et al., 2005).

According to Shiferaw and Wondafrash (2006), sediments deposited in Ribb and
Gumara rivers have changed the rivers gradient, cross-sectional area, average veloc-
ity of water flow and discharge of rivers. Therefore, overflow of rivers occurred and
flooded the local communities. The cross-sectional areas of Gumara and Rib rivers
have been decreasing from time to time as a result of sediment deposition. In some
areas the width of Rib River diminished from 35 to 11 m. Deep rooted and tall
grasses that had been grown along river banks have been buried by soil sediments,
which are transported by rivers. Some agricultural land crops have been buried by
the deposited sediments. Overall, the river channels depth and width decreased and
the water discharging capacity of the major rivers (Gumara and Rib) and their tribu-
taries minimized in which it leads to overflow of water and flooding consecutively.
All this indicates that the rate of erosion and soil loss in the upstream is high due to
lack of flood water abstraction.
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Fig. 9.8 Trends in (a) annual maximum daily rainfall (1974–2006) from ten meteorological
stations in and around Ribb–Gumara Catchment, and (b) annual maximum daily gauge levels
(1971–2005) of Gumara and Rib Rivers

The long year daily maximum rainfall trend (Fig. 9.8a) shows that there is a slight
decrease in daily maximum rainfall from 1974 to 2006. There were high daily max-
imum rainfall peaks in the middle of 1970s and around 1990 even though the severe
flood in Ribb–Gumara Catchment occurred last summer (2006 Ethiopian main rainy
season). Here, one can judge that the resent floods in the catchment in general and
Fogera woreda in particular were not caused mainly from rainfall.

As discussed in the previous section, overflow of Ribb and Gumara rivers causes
flooding in Ribb–Gumara Catchment. Vast areas that lie below the point where there
is a sharp decline in slope (2,200 m) are prone to flooding in the main rainy season.
Almost all such areas are found in the so called Fogera Plain just adjacent to Lake
Tana where the two rivers empty their water.
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According to Fogera woreda disaster prevention and preparedness office
(FWODPP), flooding in the woreda has a short history. Flooding, which is the first
in its kind in the area occurred some 10 years ago, in 1996. The flooding of that year
affected eight PAs of the woreda, namely, Wagtera, Nabega, Kidiste Hana, Shaga,
Shina, Woreta Zuria, Kuhar Michael, and Abatihua. From this year onwards, flood-
ing has a regular incidence in some areas especially those PAs adjacent to Lake
Tana. Such frequency of the flooding is related to high gauge levels of the two rivers
(Fig. 9.8b). Analysis of gauge level data of more than 30 years shows a general
increase in daily maximum gauge level. As indicated on Fig. 9.8b, daily maximum
gauge level of Ribb and Gumara rivers were increasing at a rate of 0.042 and 0.045
per annum respectively. A relatively higher rate of increase in the daily maximum
gauge level is observed in the 1990s and onwards. The 2006 flood was the most
severe of all the flood events experienced in the area so far. During this time (1990s
and onwards) flood incidence was very high as discussed previously. Therefore, the
patterns of gauge level in the catchment reflect the contributions of changes in the
physical characteristics particularly land use/land cover changes which is discussed
previously. This can be evident from the comparison of trends in the rainfall and
gauge level in the catchment. While rainfall was relatively high in the middle of the
1970s and around 1990 (Fig. 9.8a), gauge level was not that much high compared to
that of the middle of the 1990s and onwards. This implies that small proportion of
the rainfall turns in to runoff thereby increasing the gauge level which can possibly
held by some abstractions such as vegetation and infiltration in to the ground water
table.

9.4 Conclusion

The basic idea of flood hazard and risk assessment and mapping as undertaken in
this study is to regulate land use and population distribution by flood plain zoning
in order to restrict the damages. In the light of above discussion, it can be said that
flood risk mapping, being an important non-structural flood management technique,
will go long way in reducing flood damages in areas frequented by flood.

Pair wise comparison method of flood hazard map generation is a good approach
to deduce a sound decision for a forthcoming flood disaster, provided the required
data are standardized to a common scale in personal geodatabase. This study
confirmed that the method used was capable to integrate all the flood hazard
causative factors and the components of flood risk as well in a GIS environment. In
this fashion, composite maps were generated to assess flood risk of Fogera woreda.
One of the Multi Criteria Evaluation techniques known as Weighted Overlay in GIS
environment was shown to be useful for delineating areas at different rating in terms
of flood hazard and flood risk. Moreover, factor weight computation in Weight mod-
ule, that is developed by providing a series of pair wise comparisons of the relative
importance of factors to the suitability of pixels for the activity being evaluated,
has generated valuable information. This could be useful for disaster studies in
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the future. Therefore, it has been shown that MCE–GIS based model combination
has potentiality to provide rational and non-biased approach in making decisions in
disaster studies.

Satellite images were shown to be very important for land use/land cover change
studies with certain limitations like cloud cover and striping. The change statistics of
land use/land cover of Ribb–Gumara Catchment showed that clearance of land cover
for agricultural expansion has been aggravating flood hazard in the downstream
areas of Ribb and Gumara Rivers, Fogera woreda.

Flood frequency analysis of peak hydrological data yielded the return periods
of each major peak discharges and the magnitude and probability of occurrence
of flood peaks of specified return periods so as to help preparedness to cope with
such peaks. Flood frequency analysis combined with GIS was found very impor-
tant to map the likely inundated areas of a given catchment. In this study, the likely
inundated areas mapped using the 100 year return period base flood and DEM, and
the flood hazard map obtained from the overlay analysis of flood causative fac-
tors in the study area soundly agree to each other. And therefore, the combination
of the two results would be a step forward for flood management and mitigation
strategies.

This study also showed that recent floods in Fogera woreda, in particular and
Ribb–Gumara catchment in general are not mainly due to rainfall but due to vege-
tation removal. Therefore, environmental issues should be given great emphasis in
flood risk management in addition to hydrological parameters.

Although flooding is a natural phenomenon, we can not completely stop it; we
can minimize its adverse effects by better planning. The study has shown that auto-
matic flood map delineation can be produced for big river system in short time with
the support of GIS and remote sensing.
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Chapter 10
Soil Erosion Mapping and Hotspot Area
Identification Using GIS and Remote Sensing
in Northwest Ethiopian Highlands, Near
Lake Tana

Mulatie Mekonnen and Assefa M. Melesse

Abstract Soil erosion is a critical problem in Ethiopia. The rate of soil erosion at
the Debre Mewi Watershed in the upper Blue Nile River basin has occurred at an
alarming rate. Estimating soil erosion, identifying erosion hotspot areas and setting
priorities are needed by agencies involved in development works of the water-
shed to plan and implement soil and water conservation measures. Therefore, this
research has been carried out to assess soil erosion, identify erosion hotspots and to
set priority for conservation measures. The study integrated remote sensing with a
Geographic Information System (GIS). Soil, land use/land cover, topography, and
climatic data were used to generate the RUSLE factor values. Soil erosion was cal-
culated through overlay analysis, which ranged from 0.0046 to 192 tons/ha/year.
About 68% of the watershed experiences from very low to moderate erosion rates,
31% experiences from high to extreme erosion rates and 1% experiences exceptional
erosion rates that is greater than 100 tons/ha/year. The results were compared with
conventionally collected plot level soil loss data and good agreement was found.
Agricultural areas (crop lands) have very high soil erosion followed by grazing lands
and bush lands. However, the soil loss is low in eucalyptus plantations and built up
areas.

Keywords Soil erosion assessment · Erosion hotspot · Watershed · RUSLE ·
GIS · Debre Mewi watershed

10.1 Introduction

Soil erosion is a concern for farmers, development and government agencies
throughout the world since it is affecting soil, land and water resources upon which
humans depend for their sustenance. Today, soil erosion is universally recognized as
a serious threat to man’s well – being. The threat is very severe mainly in developing
countries, like Ethiopia.
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In Ethiopia, considerable amount of soil is being lost every year particularly by
water erosion. Rates of soil erosion documented in Ethiopia range from 16 to 300
tons/ha/year (Hurni, 1988; Hawando, 1995). According to Berhe (1996), soil loss
from the six Soil Conservation Research Projects findings ranges from 18 to 214.8
tons/ha/year.

There are several causative factors that control the spatial pattern and amount of
soil loss in an area. The most important of such factors are the erosivity of rainfall,
erodibility of soils, vegetation cover, conservation measures and topography of the
area. Understanding soil erosion processes, both in time and space, as well as their
causes is a prerequisite to design and implement appropriate soil and water conser-
vation approaches and technologies that eventually contribute to sustainable land
management (Hurni, 1985).

So as to mitigate the adverse effects of soil erosion, effective soil conservation
strategies are required. However, it is not possible to implement soil and water con-
servation (SWC) measures in large areas at the same time since it requires high
technical, financial and management investment. Therefore, spatial information on
soil erosion helps to prioritize the conservation strategies and to design effective
SWC measures as well as to monitor their effectiveness (Morgan, 2005; Vrieling,
2007).

Several methods have been developed for the spatial assessment of soil ero-
sion. These methods are broadly classified into three approaches. The first approach
consists of quantifying erosion from experimental erosion plot measurement. The
second approach is to map erosion features by executing erosion survey or by visual
interpretation of satellite image or aerial photographs. The third and most widely
used approach is through integrating spatial data on erosion factors by using erosion
models (Vrieling, 2007). The third approach was applied in this study.

The nature of topography, rainfall and overgrazing compounded with poor farm-
ing techniques and depletion of vegetation cover have resulted in severe soil erosion
problem at 508 ha Debre Mewi Watershed, Ethiopia (Fig. 10.1) where the study is
carried out. Poor management practices including farming on marginal lands have
further aggravated the problem. Presently, there are series of active and dead gullies
that witness the existence and severity of the erosion problem.

Communities of the watershed identified their problems and prioritized as soil
fertility reduction; soil erosion and land slide; shortage of water for livestock
consumption and high price of agricultural inputs (SWHISA, 2007, Participatory
rural appraisal report of Debre Mewi watershed. IRG – 09. Bahir Dar, Ethiopia,
Unpublished). Based on this Participatory Rural Appraisal (PRA) survey and prob-
lem prioritization Adet Woreda Office of Agriculture and Rural Development,
Sustainable Water Harvesting and Institutional Strengthening in Amhara (SWHISA)
and Adet Agricultural Research Center (AARC) planned to treat the watershed by
implementing different soil and water conservation technologies.

To design and implement appropriate SWC technologies in the watershed, spa-
tially quantified soil loss and runoff information is essential. Different attempts have
been done to estimate soil loss for the northwestern highlands, using conventional
methods (i.e. using hydrologically defined runoff plots where runoff and soil loss
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Fig. 10.1 Location map of the study area

is measured at the exit of the plot by collection tank system and collection of
suspended sediment and bed load of the river at watershed scale). For instance,
Anjene Soil Conservation Research Unit, which represents the northwestern high-
lands including the study area, estimated soil erosion that ranges from 40.2 to 199.2
tons/ha/year. Desta et al. (2000) reported that site specific test plots and experiments
in 1987 and 1988 at the Soil Conservation Research Project (SCRP) stations in the
Amhara Region showed soil loss rates between 0.04 and 212 tons/ha/year. Such
results are hardly representative for soil and water conservation planning at Debre
Mewi watershed, because soil loss and runoff are very different at different locations
due to the difference of the controlling factors.

Soil erosion assessment using remotely sensed data and GIS is less time, labor
and capital intensive and effective in generating essential quantitative information
on soil erosion (Baban and Wan Yusof, 1999). It is also possible to identify the
spatial pattern and distribution of soil erosion and categorize erosion risk areas,
which is not possible in conventional erosion assessment methods. The Revised
Universal Soil Loss Equation (RUSLE) and GIS has been used to estimate soil ero-
sion in Ethiopia (Hurni, 1985; Renard et al., 1997; WBISPP, 2000; Nyssen et al.,
2006, Impact of land use and land cover on sheet and rill erosion rates in the Tigray
Highlands, Ethiopia, Unpublished).

This study was conducted to estimate soil loss using RUSLE model, to distin-
guish the spatial distribution of soil erosion and to identify erosion hotspot areas
at Debre Mewi watershed, which are indispensable to select, plan and implement
appropriate soil and water conservation measures.
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The specific objectives of the study reported in this chapter are to (1) estimate
soil loss and identify its spatial distribution using GIS integrated with RUSLE model
and information derived from high resolution satellite imagery, (2) identify erosion
hotspot or erosion risk areas and set priorities for soil and water conservation plan-
ning and (3) recommend immediate and long-term natural resource management
options.

10.1.1 Soil Erosion in Ethiopia

Ethiopia is considered to have one of the most serious soil erosion problems in the
world. In the highlands of Ethiopia, soil losses are extremely high with an estimated
average of 20 tons/ha/year and it can radically exceed this on steep slopes. Measured
values range from 0 to 300 tons/ha/year on specific plots (Hurni, 1985; Nyssen
et al., 2006, Unpublished). As reported by the Ethiopian Highland Reclamation
Study (EHRS, 1984), 27% (over 14 million ha) of the highland area of Ethiopia
were seriously eroded and some 6 million ha completely withdrawn from agricul-
tural use and 13 million ha was moderately eroded. Of the remaining 28 million
ha, about 54% is susceptible to erosion, requiring some form of soil conservation
measures.

Hawando (1995) also estimated that the amount of annual soil movement (loss)
by erosion ranges from 1,248 to 23,400 million tons per year from 78 million ha
of pasture and rangelands and cultivated fields in Ethiopia. Using conventional soil
loss measuring method, the six SCRP sites of Ethiopia found a soil loss ranging
from 18 to 214.8 tons/ha/year (Berhe, 1996).

The Amhara National Regional State (ANRS), where the Debre Mewi water-
shed is located has a total area of 170, 152 km2. Soil erosion is one of the major
problems affecting food security and natural resources conservation in the region.
The destruction of vegetation cover for fuel wood and construction, overgrazing,
nature of topography, long history of farming and unsustainable practices are some
of the causative factors for soil erosion. A quarter of the highlands of the region
are seriously eroded, of which 15% are so severely affected that it will be very
difficult to reverse them to be economically productive in the near future (SCRP,
1986).

Desta et al. (2000) reported that site specific test plots and experiments in 1987
and 1988 at SCRP stations in the region showed soil loss rates between 0.04 and
212 tons/ha/year. About 29% of the total area of the region experiences high ero-
sion rates (51–200 tons/ha/year), 31% experiences moderate erosion rates (16–50
tons/ha/year), 10% experiences very high erosion rates (>200 tons/ha/year), and the
remaining 30% experiences low erosion rates (<16 tons/ha/year).

Another study by Woody Biomass Inventory and Strategic Planning Project
(WBISPP, 2000) indicated that 82% of the ANRS has a soil loss rate of less than
12.5 tons/ha/year while 18% suffers a soil loss of 12.5–200 tons/ha/year. To esti-
mate the soil loss, the WBISPP used the Universal soil Loss Equation adapted for
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Ethiopia, which considered rainfall erosivity, soil erodibility, slope gradient, slope
length and conservation practice factors.

Results obtained from test plots of the SCRP at Andit Tid (North Shewa) in
ANRS indicated that soil loss ranges from 152.4 to 212.4 tons/ha/year. Plot exper-
iment of SCRP at Anjene (West Gojjam) on different slopes and conservation
practices showed soil loss between 40.2 and 199.2 tons/ha/year, which can be cate-
gorized as extreme and ahead of extreme erosion categories. According to Herweg
and Stillhardt (1999) as cited in Zeleke (2000), the long – term average soil loss
rates from cultivated plots are highest in the ANRS among nation – wide monitored
sites and ranges between 131 and 170 tons/ha/year.

The results of the above studies showed that the ANRS is the most severely
eroded than the other regions of the country. Even if the problem existed in Gonder
and Wollo areas for the last so many years, by now it is more serious and active in
West Gojjam, East Gojjam and Awi Zones and the surrounding areas of Lake Tana,
which were considered as the surplus food producing areas of the region as well as
the nation.

In Debre Mewi watershed (DMW), farmers consider fertility reduction and soil
erosion as their primary and secondary problems, respectively (SWHISA, 2007,
Unpublished). Due to lack of precaution, a great number of old and active gullies
both shallow, medium and deep sizes were formed and being formed. According to
the watershed community, the major causes of such gully formations are overgraz-
ing, roads, absence of immediate treatment while gullies start to form, etc. Gullies
represent a severe erosion hazard and are indicatives of an advanced stage of soil
erosion. Figure 10.2 shows some of the gullies formed and soil being lost every year
in the watershed.

10.1.2 Factors Affecting Soil Erosion

Understanding soil erosion controlling factors is vital to assess the amount of soil
loss in a watershed. The four major factors discussed below are erosivity of rain,
erodibility of the soil, topography and land cover.

Rainfall is one of the most important erosive agents contributing to soil erosion.
Soil particles are detached as well as transported by raindrop and overland flow
runoff water. The amount and intensity of rainfall has the greatest influence in the
rate of soil erosion (Wischmeier and Smith, 1978; Lal, 1984). Similarly rainfall
duration is an important element in soil erosion (Hurni, 1985; Morgan, 2005).

Soil erodibility is the resistance of the soil to detachment as well as to trans-
port. Soil erodibility is a function of the inherent soil properties, including texture,
structure, organic matter content and permeability, which can be determined quanti-
tatively through experiment (Wischmeier and Smith, 1978; Renard et al. 1997). Clay
sized particles are hard to detach but easy to transport while sand particles are easy
for detachment and hard for transportation. Silt and fine sand sized soil particles are
most vulnerable to erosion (Lal, 1984; Morgan, 2005).
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Fig. 10.2 Gully formations and soil loss at Debre Mewi watershed (4/9/08)

Slope steepness and slope length are also important factors influencing the rate of
soil loss. Slope length is defined as the distance from the point of origin of overland
flow to the point where either the slope gradient decreases enough that deposition
begins or the runoff water enters a well defined channel. Soil loss generally increases
substantially as slope length increases because greater accumulation of runoff on
the longer slopes increases detachment and transport capacities (Wischmeier and
Smith, 1978; Morgan, 1995). As the length of the slope increases, the rate of soil
loss increases because of increase in the volume of runoff water, gathering speed
and gaining energy. Similarly, the rate of soil loss increases with slope steepness as a
result of increased velocity of runoff water, which in turn facilitates soil detachment
and transportation (Wischmeier and Smith, 1978). Field estimation/measurement of
slope steepness and slope length factors are more accurate than model calculations
from digital elevation model (Millward and Mersey, 1999).

Land cover has significant control over soil erosion. It plays an important role
acting as an intercepting agent of rainfall, covering the surface of the soil and reduc-
ing the amount and energy of rainfall directly reaching on the soil surface. Hurni
(1985) also estimated mean soil loss rates for different land use/land cover types
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in Ethiopia as 5, 5, 42, 5, 0, 70, 1, 8 tons/ha/year on grazing land, uncultivable
land, crop land, wood/bush land, swampy land, former crop land, forest land and
perennial crop land covers, respectively.

10.1.3 Field Techniques for Soil Loss Measurement

According to Sapkota (2008), depending on the spatial scale, there are four fun-
damental ways of measuring soil erosion at field level: (1) change in weight, (2)
change in surface elevation, (3) change in channel cross section and (4) sediment
collection from erosion plots and watersheds. Change in weight method is used to
measure splash erosion by using funnels or bottles. Change in surface elevation can
be used to determine soil loss by using erosion pin. Similarly, rill erosion can be
measured by measuring cross-sectional area of rills found in a number of transects.
Cross-sectional area of the rill multiplied by the average length of the rill gives the
volume of soil loss (Morgan, 2005).

A watershed scale measurement of the quantity of sediment leaving from the
river outlet can be used to calculate soil loss for the watershed. The sediment move-
ment in the river takes two forms: suspended sediment and the bed load. Flowing
water along with suspended sediment is collected in a bucket of known volume fil-
tered, dried and weighed to calculate the suspended sediment load. Similarly, bed
load can be directly measured using pits or collection tanks.

10.1.4 Soil Loss Tolerance

Soil loss tolerance is the maximum rate of annual soil erosion that may occur and
still permits a high level of productivity to be obtained economically and indefinitely
(Wischmeier and Smith, 1978). Soil loss tolerance depends on the soil type. On very
deep and homogeneous soils, the effect of erosion will be less pronounced than on
shallow soils.

The soil loss tolerance values are used for the determination of critical area of soil
erosion in the watershed by comparing soil loss rates with soil loss tolerance. If the
soil loss is less than or equal to the soil loss tolerance, the soil loss is still accepted.
However, if the soil loss is more than soil loss tolerance, conservation measures to
reduce soil erosion should be taken into account until a level of equal or less than
the soil loss tolerance has been reached.

The maximum soil loss tolerance for tropical regions is 25 tons/ha/year (Ringo,
1999, Assessment of erosion in the Turasha catchment in the Lake Naivasha area,
Kenya. MSc. Enschede, Unpublished). A commonly used soil loss tolerance rate
is 5–12 tons/ha/year for shallow to deep soils (Lal, 1984). The tolerance value for
tropical soils has not yet been formulated at international level, but Hurni (1986)
and Hudson (1986) established annual soil loss tolerance limits that vary between
0.2 and 11tons/ha/year (Ringo, 1999, Unpublished).
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10.2 Study Area and Methods

10.2.1 Study Area Description

Debre Mewi Watershed is about 508 ha of land located in Adet Woreda, Western
Gojjam Zone, ANRS. Geographically, it is located between 11◦20′10′′N and
11◦21′50′′N latitudes, and 37◦24′35′′E and 37◦25′55′′E longitudes (Fig. 10.1).

The area is characterized by single maximum rainfall pattern with peaks in July
and August and receives on average 1,100 mm of precipitation annually (Fig. 10.3).
About 80–90% of the rainfall falls in the main rainy season, which starts in June/July
and extends to August/September. The mean minimum and maximum temperature
of the area is 8.7 and 25.4◦C, respectively (Fig. 10.4).

Fig. 10.3 Rainfall and temperature condition of the study area

Fig. 10.4 Temperature conditions of the study area
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Laboratory analysis result of soil samples indicate that the area is occupied by
six soil types according to FAO classification system. Such as Eutric Luvisols on
higher elevation and lower slope lands, Pellic Vertisols on lower and flat plains.
Eutric Fluvisols are found along river banks whereas Eutric Vertic Cambisols and
Eutric Aquic Vertisols are dominant on averagely sloped areas below hilly and steep
lands occupied by Eutric Cambisols.

Five major land use/land cover types have been identified in DMW using both
QuickBird satellite image and field observation. Such land use/land cover types
comprise 70.3% crop land (agricultural area); 6.4% bush land; 19.6% grazing land;
2.5% eucalyptus plantation and 1.2% built up area.

Since slope is the most important terrain characteristic and plays a vital role in
runoff process and soil erosion, it is very important to have an understanding of its
spatial distribution in the study area. The slope map of the study area was prepared
from 1:50,000 scale topographic map. The watershed is characterized by a slope
ranging from 1 to 57% and elevation ranging from 2,194 to 2,360 m.

The rural economy of the people in the watershed is based on agricultural produc-
tion. Only rain fed crops, such as barley, tef, maize, and wheat can grow during the
rainy season. In some parts of the watershed, grass pea (Guaya) grows by residual
moisture. The other source of income is the cattle resource. Population of the cat-
tle is very high, which includes goat, sheep and donkey. This indicates the grazing
pressure in the watershed.

10.2.2 Methodology

To attain the objectives of this study, different methods such as satellite image pro-
cessing, digital terrain analysis, model application, transect walks and field survey
were applied.

During the fieldwork, the watershed (study area) and subwatersheds were delin-
eated using GIS with the help of 1:50,000 topographic map and 1:4,000 QuickBird
image map. Processing data collected during the field work was conducted together
with remotely sensed satellite image data. Firstly, preparation of all the required
parameter maps of the model and running the model and secondly, quantifying soil
loss and then identification of erosion prone areas were done. Finally, validating the
model results, discussions, conclusion remarks and recommendations were given.

10.2.2.1 Topographic Transect Walk

The rapid rural appraisal technique of the topographic transect walk method was
employed for the assessment of the natural resource base of the watershed. In order
to obtain as much detail information as possible, the transect walk was applied
four times in two directions, east to west and south to north. During the transect
walk, observations and estimates of the vegetation density and erosion hazards were
done. These were followed by recording land-use/land cover types, slope gradient,
slope length, soil color, and drainage patterns over a distance of about 1.73 km
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in west – east and 3.26 km in north – south directions. It also provided a good
opportunity for informal discussions with farmers working on their plots.

10.2.2.2 The RUSLE Model

The original soil erosion model called Universal Soil Loss Equation (USLE) was
empirically derived from more than 10,000 plots and years of runoff and soil loss
data contributed from 49 locations in the United States (Renard et al., 1997). USLE
was designed to provide a convenient tool for soil conservationists and can be used
to any geographic region with its modified factors. It has been used in developing
conservation plan and land use decisions.

Some recent researches led to a revision of USLE that provides more accurate
estimation of soil loss i.e., the Revised Universal Soil Loss Equation (RUSLE).
RUSLE has the same formula with USLE but has several improvements in deter-
mining factors. Hurni (1985) has modified the USLE to fit the Ethiopian conditions.
The modified input factors used by the USLE model include rainfall erosivity (R),
land cover (C) and management (P) factors for the Ethiopian condition, which are
valuable inputs to the erosion and soil conservation research in Ethiopia since 1980s.
Nyssen et al. (2006, Unpublished) examined the application of the RUSLE after
Hurni (1985) and Renard et al. (1997) in the Ethiopian Highlands.

In this study, the revised universal soil loss model developed by Wischmeir and
Smith (1978) and modified by Hurni (1985), to the Ethiopian conditions, was used
because of its less input requirement, computational simplicity and wide applicabil-
ity. The factors generation flow chart and the mathematical equation used to run the
model are indicated in Fig. 10.5 and Eq. (10.1) (Wischmeir and Smith, 1978; Hurni
1985; Foster et al. 2002):

Fig. 10.5 RUSLE factor generation flow chart
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Mathematically, the equation is denoted as follows:

A = R∗K∗L∗S∗C∗P (10.1)

Where; A, is mean annual soil loss (in tones/ha), R is rainfall erosivity factor, K is
the soil erodibility factor, L is the slope length factor, S is the slope steepness factor,
C is crop management or land management factor and P is conservation practice
factor.

The soil loss is closely related to rainfall partly through the detaching power of
rain drop striking the soil surface and partly through the contribution of rainfall to
runoff (Morgan, 1995). According to Wischmeier and Smith (1978), rainfall erosiv-
ity is calculated from the kinetic energy of rainfall, which in turn is measured from
the mean annual rainfall and 30 min rainfall intensity value. The formula used to
calculate rainfall erosivity based on (Morgan, 1995) is:

R = EI30/1, 000 (10.2)

Where, R rainfall erosivity factor, in metric units, E is rainfall kinetic energy, J m–3

and I30 is 30 min rainfall intensity, mm/h.
However, rainfall kinetic energy and intensity data are not available in the

study area. Therefore, the erosivity factor, R that was adapted by Hurni (1985) for
Ethiopian conditions based on the easily available mean annual rainfall was used in
this study. It is given by the following equation:

R = −8.12 + (
0.562∗P

)
(10.3)

Where; P is the mean annual rainfall in mm.
The soil erodibility factor, K measures the resistance of the soil to detachment

and transportation by raindrop impact and surface runoff. Soil erodibility is a func-
tion of the inherent soil properties, including texture, structure, organic matter
content and permeability, which can be determined quantitatively through exper-
iment. In this study, soil types were determined through laboratory analysis and
erodibility values of the different soil types developed for the Ethiopian conditions
by Hurni (1985) were used.

Slope length, which is the distance from the origin of overland flow along its flow
path to the location of either concentrated flow or deposition, was obtained through
direct field measurement. According to Millward and Mersey (1999), field estima-
tion/measurement of slope length factor is more accurate than model calculations
from digital elevation model (DEM).

Slope gradient (S) in percent were derived from DEM, which is obtained by dig-
itizing 20 m interval contour of 1:50,000 scale topographic map of Adet Woreda.
Crop management (C) and conservation practice (P) factors were derived from
QuickBird satellite image and the associated factor values were assigned based on
Hurni (1985) finding for the Ethiopian conditions.
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Plot level conventionally collected soil loss data for validation and rainfall data
to calculate mean annual rainfall were obtained from Adet Agricultural Research
Center and Ethiopian Meteorological Agency, respectively. Land use/land cover
data of DMW was obtained through on screen digitization from QuickBird satellite
image.

10.3 Results and Discussions

10.3.1 Soil Loss (Erosion)

Calculation of the major factors contributing to soil loss, which constitute the main
input for the RUSLE model for erosion assessment, were done using the normal
procedures that are documented in different sources (Foster et al., 2002; Renard
et al., 1997; Hurni, 1985; Wischmeier and Smith, 1978).

The soil erosion map (Fig. 10.6) of the study area was generated by cell to cell
multiplication overlay of the raster (grid) maps of the six RUSLE input parame-
ters (rainfall erosivity, soil erodibility, conservation practice, slope gradient, slope
length and cropping and management factors). As a result of this analysis, a soil
loss ranging from 0.0046 to 192.15 tons/ha/year was obtained. The resulting rate
of erosion was classified into seven erosion potential classes (Table 10.1) ranging
from very low erosion hazard (<3.125 tons/ha/year) to exceptional erosion hazard

Fig. 10.6 Soil erosion map of the study area
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Table 10.1 Soil erosion classes of the study area

Erosion class Soil loss (t/ha/yr) Erosion potential Area (ha) Area (%)

I < 3.125 Very low 165.0688 32.5
II 3.125–6.25 Low 94.8379 18.68
III 6.25–12.5 Moderate 85.0699 16.75
IV 12.5–25 High 80.3817 15.83
V 25–50 Severe 56.8892 11.20
VI 50–100 Extreme 22.5395 4.44
VII >100 Exceptional 3.0461 0.60
Total 508 100

(>100 tons/ha/year). Generally, 68% of the study area is under very low to moderate
erosion rates and 32% of the land area is found to be between high and exceptional
erosion rates.

The estimated soil loss in this study is within the range of soil loss estimated
for the Ethiopian high lands by the SCRP, which ranged from 0 to 300 tons/ha/year
(Hurni, 1985; Nyssen et al., 2006, Unpublished). It is also within the range of results
of site specific test – plots and experiments in 1987 and 1988 at SCRP stations in
the Amhara region, which is between 0.04 and 212 tons/ha/year (Desta et al., 2000).

10.3.2 Spatial Variability of Soil Erosion in Relation to Topography

The soil loss map was crossed with the slope class map in zonal statistics of Arc-
GIS 9.2 software to extract the soil loss in different slope classes. The result showed
that soil loss is different for different slope classes as indicated in Table 10.2. The
highest rate of mean soil loss was found in the slope gradient range of 25–40% that
is 45.4 tons/ha/year. It showed a slight reduction for higher slopes (above 40%) and
significant reduction for lower slopes.

Table 10.2 Soil loss by slope category

Soil loss (t/ha/yr)

Slope (%) Cell count Area (ha) Minimum Maximum Mean STD

0–1 594 5.05 0.00457 1.9215 1.004 0.43
1–2 1,785 15.95 0.00457 1.9215 0.843 0.5
2–4 10,283 87.49 0.00915 5.124 1.734 0.94
4–6 8,708 74.09 0.01613 16.013 3.327 1.89
6–8 7,669 65.25 0.0275 30.195 6.511 4.06
8–13 15,978 135.95 0.0458 50.325 12.074 8.49
13–25 12,292 104.58 0.128 91.5 29.446 23.34
25–40 2,042 17.37 0.2049 164.4 45.377 41.54
40–55 173 1.47 7.3017 192.15 43.5451 46.21
55–100 70 0.59 9.5618 143.426 19.6747 26.74
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Soil erosion reduces for higher slopes above 40%, it might be because of that
about 20% of the land having slopes greater than 40% is covered by stone, which can
reduce the direct impact of raindrop kinetic energy and serves as stone mulch that
reduces runoff effects. Moreover, these areas are not intensively cultivated. Severe to
exceptional erosion classes are concentrated around areas having both higher slope
gradient and slope length factors. Generally, in this study soil loss increases as slope
gradient and length increases that proved the findings of Wischmeier and Smith
(1978) and Morgan (1995).

10.3.3 Soil Erosion in Relation to Land Use/Land Cover Types

Soil erosion is found to be different for different land use/land cover types
(Table 10.3). Average soil loss is highest (16 tons/ha/year) in crop land and low-
est in eucalyptus plantation (0.14 tons/ha/year). For grazing land, bush land and
built up areas the soil loss rate is 6.41, 2.28 and 0.34 tons/ha/year, respectively. The
reason why high soil loss was recorded on agriculture lands is due to absence of any
type of cover during the first rain shower periods including crop residues, which is
used for livestock feed. Lack of conservation measures might be the other reason for
the increment of soil erosion on crop lands. Soil loss is also high on grazing lands
next to crop land because of overgrazing. This finding is in line with Hurni (1985)
finding in which soil loss is highest in crop land and followed by grazing, bush and
forest lands.

10.3.4 Determination of Soil Erosion Prone Areas and Priority
Setting for Planning and Implementation of SWC Measures

Conservation planning depends upon multiple factors like intensity of problems,
needs of local people, availability of resources and knowledge of agencies involved
in restoration and rehabilitation work. Erosion prone area identification and priori-
tization is also an important aspect of planning for implementation of the watershed
management program due to resource and manpower scarcity to treat the watershed

Table 10.3 Soil loss by land use/land cover types

Soil loss (t/ha/yr)

Land use Area (%) Minimum Maximum Mean STD

Crop land 70.3 0.68625 192.15 16.00 20.61
Grazing land 19.6 0.22875 48.8 6.41 8.63
Bush land 6.4 0.04575 9.76 2.28 2.23
Eucalyptus 2.5 0.004575 0.732 0.14 0.15
Built up area 1.2 0.02562 1.83 0.34 0.39
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Fig. 10.7 Sub-watersheds of the study area

at a time. Therefore, dividing the whole watershed into sub-watershed is important
to identify priority areas at sub-watershed level for orderly treatment.

In this study, watershed prioritization for treatment is done based on soil erosion
amount of each sub-watershed. First, the whole watershed was divided into four
sub-watersheds using GPS on the field (Fig. 10.7). Second, the amount of soil loss
in each sub-watershed was determined (Fig. 10.8) in ArcGIS 9.2 spatial analyst
zonal statistics after soil loss of the whole watershed was estimated. Then priority
for soil and water conservation treatment is set among the sub-watersheds based on
the amount of soil loss in each sub-watershed.

As indicated in Table 10.4 and observed from soil erosion map by sub-watersheds
of Fig. 10.8, soil loss ranges from 0.0128 to 192.14; 0.0046 to 111.26; 0.007 to
61.49 and 0.0235 to 28.18 tons/ha/year at Elamo, Shanko Ber, Amesh Bel and
Mariam Wuha sub-watersheds, respectively. The mean annual soil loss rate is high-
est (18.49 tons/ha/year) at Elamo sub-watershed and lowest (6.93 tons/ha/year)
at Mariam Wuha sub-watershed. The mean annual soil loss rate for Shanko Ber
and Amesh Bel is 11.47 and 7.79 tons/ha/year, respectively. Therefore, Based on
the amount of soil lost from each sub-watershed, Elamo, Shanko Ber, Amesh
Bel and Mariam Wuha are prioritized as the first, second, third and fourth sub-
watersheds for planning and implementing conservation measures at Debre Mewi
watershed.
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Fig. 10.8 Soil erosion (t/ha/yr) map by subwatershed in the study area

Table 10.4 Soil erosion by sub-watershed in the study area

Soil loss (t/ha/yr)

Sub-watershed Area (%) Minimum Maximum Mean STD

Amesh Bel 24.5 0.0070 61.49 7.79 8.77
Shanko Ber 23.1 0.0046 111.26 11.47 12.92
Elamo 38.7 0.0128 192.15 18.49 25.61
Mariam Wuha 13.7 0.023 28.18 6.93 7.07

10.3.5 Validation of Estimated Soil Loss with Measured Values

Adet Agricultural Research Center is conducting research to determine the amount
of soil loss in the study area through runoff plot method. One year measured soil
loss data obtained from the research center is used to validate model estimated soil
loss.

The measured value of soil loss without any conservation measure as a control
treatment from the research center is 14.48 tons/ha/year and the model estimated
soil loss without conservation practice that is p = 1, is 18.21 tons/ha/year, having
the same slope length, slope gradient, soil type, land use and rainfall amount. The
measured soil loss from the treated experiment with physical conservation mea-
sure (soil bund) and the model estimated data where P = 0.55 because of terrace
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availability, is 6.64 tons/ha/year and 10.56 tons/ha/year, respectively on the same
slope length, slope gradient, land use, soil type and rainfall amount.

The above figures indicate that the model estimated soil loss exceeds the mea-
sured soil loss by 3.73 tons/ha/year on untreated areas and 3.92 tons/ha/year on
treated areas. This is because the research center started to collect data 2 weeks late
from the starting date (that is 2 weeks later after the rainfall started). It might be
this gap, which reduces the amount of measured soil loss and brings the difference.
Therefore, the result of the model prediction is found to be closer to the measured
data, despite not exhaustive.

10.4 Conclusions

Based upon the above results and discussions, it is possible to draw the following
conclusions.

• Debre Mewi watershed is prone to erosion ranging from very low to exceptionally
high erosion classes.

• In Debre Mewi watershed, it was possible to notice that different erosion hot spot
areas are available.

• Soil loss is different in different land use/land cover types and slope classes.
Agricultural areas (crop lands) have very high soil erosion followed by grazing
lands and bush lands, respectively. However, the soil loss is lower in eucalyptus
plantations and built up areas. Similarly, as slope steepness increases soil loss
gets higher.

• From the results of this study, it is clear that RUSLE is a powerful model for
the qualitative as well as quantitative assessment of soil erosion with reasonable
accuracy.

• DEM, which is derived from digitizing contours of 1:50,000 topographic sheets
is found to be a very good data source to find out a better slope gradient.

• Slope length that is measured at the field level was found to be better than that of
generated from digitized contour.
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Chapter 11
Application of Hydrological Models for Climate
Sensitivity Estimation of the Atbara Sub-basin

Eman Hasan and Mohamed Elshamy

Abstract Hydrological models have a wide range of applications in water resources
planning and management as well as flood forecasting and climate impact assess-
ments. In the latter case, they are usually coupled to meteorological or climate
models. In this study, two hydrological models (Hydrologiske Byrån avdeling för
Vattenbalans (HBV) and Nile Forecast System (NFS)) are applied to the Atbara
catchment, Nile River basin area to study the sensitivity of runoff to changes in
rainfall and potential evapotranspiration. The HBV model is a conceptual lumped
model while the other NFS is a conceptual distributed model. Atbara River is the last
major tributary of the Nile River and has a highly seasonal pattern with very high
flows during the flood season and almost zero flows during the dry season. These
features pose problems to the calibration of hydrological models. However, both
models were able to capture the main features of the monthly flow time series of
the Atbara (Nash efficiency index reached 0.92 for HBV and 0.68 for NFS). Results
indicate a very high climate sensitivity of the catchment where rainfall increases
of 10, 20 and 30% result in runoff increases of 29, 62, and 97%, respectively. The
catchment runoff is also sensitive to changes in potential evapotranspiration but to
a lesser extent. These results are confirmed by the two used models with slight
differences.

Keywords Nile · Atbara · Climate sensitivity · Hydrological models · HBV · NFS

11.1 Introduction

Hydrological modeling is an area where modeling has been used for a very long
time. Applications range from forecasts for the hydropower industry, public safety,
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agriculture and environmental monitoring. The HBV model was developed at the
Swedish Meteorological and Hydrological Institute (SMHI) in the 1970s. Different
model versions of HBV have been applied in more than 40 countries with differ-
ent climatic conditions all over the world. The model has been applied for scales
ranging from lysimeter plots (Lindström and Rodhe, 1992) to the entire Baltic Sea
drainage basin (Bergström and Carlson, 1994; Graham, 1999). The model is used
for flood forecasting in the Nordic countries, and many other purposes, such as spill-
way design floods simulation (Bergström et al., 1992), water resources evaluation
(for example Jutman, 1992, Brandt and Bergström, 1994), nutrient load estimates
(Arheimer, 1998). Arheimer and Fogelberg (2001) reported that the performance of
HBV model is of good accuracy in northern and middle Europe, while it is more
difficult to capture the peakiness of the flow in the most southern countries. Booij
(2002) reported that the average and extreme discharge behavior at the Borgharen
basin outlet is well reproduced by the HBV-15 and HBV-118 in the calibration
and validation process. Semmler et al. (2006) used HBV and the Rossby Centre
Regional Atmospheric Model (RCA3) to study the effect of climate change on Suir
River catchment discharge under different climate scenarios. Suir River catchment is
located in the south-east of Ireland. The calibration and validation results of ERA-40
project simulation showed that the HBV model can reproduce the discharge reason-
ably well. They added that the application of a high resolution regional climate
model (RCM) in connection with HBV hydrological model could capture the local
variability of river discharge for daily climate. Yemti (2007) tested the performance
of HBV-96 by applying ground trust data and satellite data in Gumera sub-catchment
(Blue Nile River basin). The simulated hydrograph can reproduce the peak for some
event but it was shifted by 2 days. Moreover, the shape of the hydrograph was well
represented.

The Nile Forecast System (NFS) is a real-time distributed hydro-meteorological
forecast system designed for forecasting Nile flows at designated key points within
the Nile; of major interest is the inflow of the Nile into the High Aswan Dam,
Egypt. The system is hosted at the Nile Forecasting Center (NFC) of the Ministry
of Water Resources and Irrigation (MWRI), Giza, Egypt, which kindly provided
a copy of the NFS software (version 5.1 – NFC, 2007) and the available doc-
umentation for this research. The performance of the NFS in providing accurate
forecasts is thus readily assessed by comparing the issued forecasts with observed
flows as soon as they become available and is generally judged as satisfactory
(NFC, personal communication, 2004). A recent evaluation of the NFS hydrological
component was conducted by Sayed and Saad (2002) for a short period (1997–
2002). This evaluation focused on the Diem and Dongola stations and compared
simulated and observed daily flows showing a generally good agreement (93 and
90% of the observed daily variance explained by the simulation) but indicated that
errors are larger during the Ethiopian rainy season (May–September). The perfor-
mance of the NFS hydrological component with regard to long-term simulations
was also recently assessed for the purpose of conducting climate change scenarios
by Elshamy (2006). Using monthly and daily gridded gauge rainfall as available,
he assessed the monthly performance of the NFS over the period 1940–1999.



11 Application of Hydrological Models for Climate Sensitivity Estimation 229

The assessment showed variable performance for the different catchments with
better performance for the Blue Nile and Atbara catchments (R2 was 0.79 and 0.67
respectively and the NFS slightly overestimated the mean annual flow volume).

The overall objective of the study reported in this chapter is to study the sensi-
tivity of the runoff from Atbara catchment area to changes in rainfall and potential
evapotranspiration. This is achieved through the application of two hydrological
models to the catchment, the HBV and NFS.

11.2 Models Description

11.2.1 HBV Model

HBV is an acronym formed from Hydrologiske Byrån avdeling för Vattenbalans at
SMHI, Sweden. The HBV model is a rainfall-runoff model, which includes concep-
tual numerical descriptions of hydrological processes at the catchment scale. The
general water balance can be described as:

P − E − Q = d

dt
�SP + SM + UZ + LZ + lakes� (11.1)

Where P = precipitation (mm), E = evapotranspiration (mm), Q = runoff (m3/s),
SP = snow pack, SM = soil moisture, UZ = upper groundwater zone, LZ = lower
groundwater zone and lakes = lake volume.

The model consists of a precipitation routine representing rainfall and snow,
a soil moisture routine determining actual evapotranspiration, overland flow and
subsurface flow, a fast flow routine representing storm flow, a slow flow routine rep-
resenting subsurface flow, a transformation routine for flow delay and attenuation
and a routing routine for river flow.

11.2.2 Model Modification

The time step is usually 1 day but in this research because of the lack of available
daily data of rainfall, runoff and evapotranspiration, the model is modified to be
monthly. Moreover, 5 years series version was produced for simplicity of using the
model for calibration and verification process.

Input data are observations of precipitation, air temperature and estimates of
potential evapotranspiration. The evaporation values used are normally monthly
averages. Air temperature data are used for calculations of snow accumulation and
melt but in our case it can also be used to adjust potential evaporation when the tem-
perature deviates from normal values, or to calculate potential evaporation. If none
of these last options are used, temperature can be omitted in snow free areas.
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11.2.3 Model Calibration

The model parameters cannot be measured and have to be determined through
the model calibration. Calibration is a process in which parameters adjustments
are made in order to simulate as closely as possible to hydrological behaviour of
the catchment. The goodness of fit is always determined by an objective func-
tion. Madsen (2000) concluded that for a proper model calibration it is necessary
to consider a good fit between simulated and observed catchment runoff volume,
the shape of the hydrograph, the peak flow, and the base flow. All these objectives
are taken into consideration during model calibration because a single objective
function cannot establish a reasonable match between simulated and observed data.
The process of calibration can be done manually by trial and error parameter
adjustment.

11.3 NFS Description

The NFS is composed of six main components that perform the following
functions:

1. Rainfall Estimation
2. Hydrological Simulation
3. River Flow Forecasting
4. Assimilation
5. Data Collection and Management
6. GIS Functions

The core of the NFS is a conceptual distributed hydrological model of the whole
Nile system including soil moisture accounting, hill slope and river routing, lakes,
wetlands, and man-made reservoirs within the basin. The hydrological component
of the NFS is defined on the quasi-rectangular grid of the METEOSAT. Each grid
cell (pixel) imitates a small basin with generalized hill slopes and stream channels.
Input to each grid cell is precipitation and potential evaporation. This input is applied
to the water balance model of the grid cell. Based on the moisture deficit in the
cell, the water balance model computes the actual evaporation and the surface and
subsurface runoff components from the pixel. Surface and subsurface runoffs are
subsequently input to the pixel’s hill slope routing model, simulating the transfer of
water towards the main channel. Then water is routed through this channel to the
downstream pixel according to a pre-defined connectivity sequence (established via
GIS). Figure 11.1 shows a flowchart of the simulation process in a grid cell. For
computational efficiency, the current implementation of the NFS groups used 4 ×
4 pixels (≈ 484 km2) as the computational unit. All three components (Fig. 11.1)
are computed for each unit, and through a predefined channel network, the water
is routed through the various tributaries to the outlet points of the Nile River basin
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Fig. 11.1 Hydrological
models at the pixel scale of
the Nile forecast system
(NFS) (After Elshamy, 2006)

taking into account the effect of direct evaporation from river reaches, abstractions
for irrigation, and man-made reservoirs (Georgakakos et al., 2001). Special sub-
models for lakes and wetlands are called for those pixels designated to fall into
these water bodies.

11.4 Atbara Catchment Area

River Atbara, which is the last tributary of the Nile, enters the main Nile at about
320 km downstream of Khartoum. It is 880 km long and the greater part of its
catchment is situated in Ethiopia. The highest points in the catchment reach more
than 3,500 m above mean sea level (a.m.s.l), where as the eastern watershed of the
Atbara is, for the most part, more than 2,500 m high (Shahin, 1985). The Atbara
does not spring from a lake and relies totally on many small tributaries, of which
Tekeze or the Setit is the principal one. Above the Setit junction the Atbara receive
a number of tributaries of which the Bahar el Salam is the principle. The Atbara
is more strongly seasonal in its flow, compared to the Blue Nile River. Moreover,
the big drop in elevation between the head and the junction of the Salam River is
responsible for the excessive sediment load of the Atbara in proportion to its flow
volume; in this reach the Atbara has a slope of about 5×10–3 (Fig. 11.2).

The Atbara River draws its floodwater from the rains on the northern part of the
Ethiopian plateau. During the low-water season, which runs from January to June,
the Atbara shrinks to a number of pools. But in late summer, during the rainy season
(generally June–October), the river is swollen by the summer rains the water level
rises more than 5 m above its normal level and provides about one-third of the Nile’s
total volume of water. It also brings down more than 25 million tons of silt a year.
The catchment area of Atbara is 202,652 km2 as estimated by Nile Forecast Centre.
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Fig. 11.2 Longitudinal profile of Atbara River (after Zaghloull et al., 2005)

The hydrograph of Atbara catchment area during the period from 1964 to 2000 is
shown in Fig. 11.3. From this figure, it is noticed that the peak value of flow equals
to about 4.5 billions m3 during August meanwhile, the maximum rainfall equals
to about 150 mm during the same month. The potential evapotranspiration (PET)
along Atbara catchment area is also illustrated and it varies from about 128.82 mm
in December to 201.93 in May.

Fig. 11.3 The hydrograph of Atbara catchment area as cumulated monthly average in the (1964–
2000)



11 Application of Hydrological Models for Climate Sensitivity Estimation 233

11.5 Analysis

To simulate Atbara catchment area, the HBV model has been calibrated at first with
rainfall, runoff and potential evapotranspiration data for the period from 1979 to
1983. This 5-year time series is the only period that has a complete monthly set
of data for the model run (especially rainfall stations). Monthly average rainfall
is calculated for the stations that included in Atbara catchment area (Fig. 11.4).
Monthly observed runoff at the catchment outlet is used for the analysis. Monthly
potential evapotranspiration for Gonder station is used, as Gondar is the nearest
available station to the catchment (Fig. 11.4).

Fig. 11.4 Atbara catchment area
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Table 11.1 Free parameters in HBV – model for Atbara catchment area

Model routine Free parameters Symbol Value Units

Evaporation Evaporation factor 0.80
Precipitation Rain-correction 0.60
Soil Field capacity FC 400 mm

BETA BETA 1.00
Threshold evaporation LP 200 mm

Upper zone Fast drainage coeff. KUZ2 0.60 1/day
Slow drainage coeff. KUZ1 1.00 1/day
Threshold UZ1 0.50 mm
Percolation PERC 4.00 mm/day

Lower Zone Drainage coeff KLZ 0.00 1/day

HBV model contains a number of free parameters which are adjusted to produce
best output during the calibration period, later on; these parameters are kept constant
in verification process during the period from 1984 to 1988 to verify the goodness
of fit of the model. The performance of the model is assessed qualitatively and
quantitatively according to the following equation (Nindamutsa, 2007):

NE = 1 −
∑ (

QS − Q0
)2/∑ (

Q−
0 − Q0

)2
(11.2)

Where NE = Nash Efficiency, QO = Observed runoff, QS = Simulated runoff,
Q−

O = observed average runoff during the study period.
Selected HBV free parameters for Atbara catchment area are summarized in

Table 11.1.
The NFS was previously calibrated, thus it was used directly to simulate the

flow at Atbara using rainfall and potential evapotranspiration data stored in the sys-
tem. Rainfall data are gridded monthly values while potential evapotranspiration are
climatological monthly grids obtained from FAO (LNDFC, 2005).

11.6 Results and Discussion

11.6.1 Calibration Process

Figure 11.5 illustrates the observed and simulated runoff hydrographs of HBV and
NFS models for Atbara catchment area during calibration process for the period
from 1979 to 1983, the shape of the simulated hydrographs are well represented and
show great similarity to the observed one. The peak and base flow of the observed
and HBV model simulated are in close agreement. Both of NFS and HBV models
showed an over estimation in the year 1982 and showed an under estimation in the
year 1979. The peak flow is during the flood season from August to October and
the low or dry season is from January till June. Moreover, the Nash efficiency (R2)
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Fig. 11.5 HBV and NFS models outputs for calibration process

of HBV and NFS equals to 92 and 68%, respectively, which indicates how well the
model in simulated the observed runoff from Atbara outlet.

11.6.2 Verification Process

The simulated hydrograph of the HBV model shows great similarity to the observed
one in most of the time. For HBV model, there is under estimation during the year
1987 and over estimation in the year 1988, Fig. 11.6. While for NFS the hydrograph
showed an over estimation in the year 1985 and 1988 and an under estimation in the
year 1987. The peak and the base flow are similar for the observed and simulated
runoff for the two models.

The Nash efficiency (NE) of HBV and NFS equals to 64 and 71%, respec-
tively during the verification process and these ratios are fair because of the model
uncertainties.

11.6.2.1 Peaks Observed and Simulated Runoff (Calibration Process)

Table 11.2 shows the peaks of observed and simulated runoff for HBV model dur-
ing calibration and the coefficient of determination (R2) between them is 0.865.



236 E. Hasan and M. Elshamy

Fig. 11.6 HBV and NFS models outputs for verification process

Table 11.2 Linear correlations between peak observed runoff and peak simulated HPV

Date
Peaks observed
runoff (m3/s) HBV peaks R2

Aug-1979 963.26 761.73 0.865
Aug-1980 1,877.99 1,682.98
Aug-1981 1,183.54 937.57
Aug-1982 343.49 656.09
Aug-1983 1,008.06 913.05

Table 11.3 Linear correlations between peak observed runoff and peak simulated NFS

Date
Peak observed
runoff (m3/s) NFS peaks R2

Aug-1979 963.26 711.35 0.7648
Aug-1980 1877.99 2569.71
Aug-1981 1,183.54 966.76
Aug-1982 343.49 685.42
Aug-1983 1,008.06 901.27

Table 11.3 illustrate that the coefficient of determination between the peaks of
observed runoff and the simulated one for NFS model during calibration is 0.7648.

11.6.2.2 Peak Observed and Simulated Runoff (Verification Process)

Figures 11.7 and 11.8 show the linear correlation between the peaks observed runoff
and the peaks simulated one during verification process for HPV and NFS model
respectively. For HPV model the coefficient of determination (R2) between the peaks
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Fig. 11.7 Linear correlation between the observed runoff peaks and the simulated one for HPV
model during verification process

Fig. 11.8 Linear correlation between the observed runoff peaks and the simulated one for NFS
model during verification process

observed runoff and the simulated one by the model is about 0.5 while the linear
correlation in case of NFS model is 0.6747.

11.6.3 Sensitivity Analysis

This part of the research discusses the sensitivity of the two used models (HBV
and NFS) to variation in both rainfall and potential evapotranspiration parameters.
Positive and negative changes by 5, 10, 15, 20, 30% for rainfall and potential evap-
otranspiration are made separately then each model is run again for the period from
1979 to 1984. This means that each model is run ten times for rainfall changes and
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the same runs for potential evapotranspiration changes. The changes that occurred in
the simulated runoff as a result of rainfall and potential evapotranspiration changes
are illustrated in Figs. 11.9 and 11.10, respectively. Figure 11.9 shows that both
models predict high sensitivity of runoff for changes in rainfall, while NFS is

Fig. 11.9 Percentage of changes in simulated runoff of (HBV) and (NFS) for rainfall changes

Fig. 11.10 Percentage of changes in simulated runoff of (HBV) and (NFS) for potential
evapotranspiration changes
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showing slightly higher sensitivity. Changing rainfall by + 10% results in change
of runoff by 29.22 and 31.81% for HBV and NFS, respectively. Meanwhile, 30%
of increasing or decreasing rainfall affects both model outputs to great extent.
Figure 11.10 shows that, increasing potential evapotranspiration by 10% leads to
change in runoff by –5.09 and –10.98% for HBV and NFS, respectively. This may be
due to the use of climatological evapotranspiration values for NFS, which may not
reflect the inter-annual variability. On the other hand, HBV simulations used a time
series of potential evapotranspiration values that better reflect the inter-annual vari-
ability. In addition, the NFS is a distributed model so the spatial pattern of potential
evapotranspiration may be more important than its temporal variability.

11.7 Conclusion

HBV and NFS models are used to study the sensitivity of the runoff from Atbara
catchment area along the Nile River to changes in rainfall and potential evapotran-
spiration. Each of the two models was calibrated for Atbara catchment using runoff
and the hydro-meteorological data series of 1979–1983. Models verification was
carried out for the period from 1984 to 1988 to verify the goodness of fit of the
two models. Moreover, sensitivity analysis was carried out to the HBV and NFS
models to test the sensitivity of each model output (simulated runoff) to rainfall and
evapotranspiration variation.

The study revealed the following:

• Atbara catchment area is very sensitive to climate change (Elshamy et al., 2009).
• HBV – model is more efficient than NFS in simulating Atbara catchment area, as

one of the Nile River sub-basin.
• HBV and NFS simulations are more sensitive to rainfall changes than potential

evapotranspiration changes.

11.8 Recommendation

Based on the results of HBV and NFS, the simulated hydrographs of runoff for
Atbara catchment area, it could be concluded that the model simulation results
depend on the quality of the input data and on the nature of the catchment itself.
This means that data exchange along Nile basin countries is essential for improving
research results.
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Chapter 12
Climate Change Impact on Agricultural Water
Resources Variability in the Northern Highlands
of Ethiopia

Shimelis G. Setegn, David Rayner, Assefa M. Melesse, Bijan Dargahi,
Ragahavan Srinivasan, and Anders Wörman

Abstract The economy of Ethiopia mainly depends on agriculture, and this in turn
largely depends on available water resources. A major effect of climate change
is likely to be alterations in hydrologic cycles and changes in water availability.
This chapter reports the use of global climate models (GCM’s) and application of a
hydrological model to investigate agricultural water resources’ sensitivity to climate
change in the Lake Tana Basin, Ethiopia. Projected changes in precipitation and
temperature in the basin for two future seasons (2046–2065 and 2080–2100) were
analyzed using outputs from fifteen GCMs. A historical-modification procedure
was used to downscale large scale outputs from four GCM models to watershed-
scale climate data. The study then investigated how these changes in temperature
and precipitation might translate into changes in streamflow and other hydrological
components using SWAT model. We interpret the different aspects of the hydrologi-
cal responses to imply that changes in runoff and other hydrological variables could
be significant, even though the GCMs do not agree on the direction of the change
indicating high uncertainty.

Keywords Climate change impact · Lake Tana · SWAT · Hydrological modeling ·
GCM · Downscaling · SRES

12.1 Introduction

Climate changes pose significant economic and environmental risks worldwide. The
economy of Ethiopia mainly depends on agriculture, and this in turn largely depends
on available water resources. The country has a fragile highland ecosystem that is
currently under stress due to increasing population pressure and land degradation.
The Blue Nile River basin is one of the most sensitive basins to changing climate
and water resources variability in the region (Kim and Kaluarachchi, 2009). But as
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yet, there is no consensus on the effect of climate change on water availability in the
region. Hence it is necessary to improve our understanding of the problems caused
by the changing climate.

In recent years, concern has increased over climate change caused by increas-
ing concentrations of carbon dioxide and other trace gases in the atmosphere. A
major effect of climate change is likely to be alterations in hydrologic cycles and
changes in water availability. Increased evaporation, combined with changes in pre-
cipitation, has the potential to affect runoff, the frequency and intensity of floods
and droughts, soil moisture, and available water for irrigation and hydroelectric
generation. In addition, watershed hydrology is affected by vegetation types, soil
properties, geology, terrain, land use practices, and the spatial pattern of interac-
tions among these factors and with climate (Richey et al., 1989; Laurance, 1998;
Schulze, 2000; Fohrer et al., 2001; Zhang et al., 2001; Huang and Zhang, 2004,
Brown et al., 2005, van Roosmalen et al., 2009, Tu, 2009). The Intergovernmental
Panel on Climate Change’s (IPCC, 2007) findings suggests that developing coun-
tries like Ethiopia will be more vulnerable to climate change due to their economic,
climatic and geographic settings. According to IPPC (2007) report, the population
at risk of increased water stress in Africa is projected to be between 75–250 and
350–600 million people by the 2020s and 2050s, respectively. Moreover, yields
from rain-fed agriculture could be reduced by up to 50%, in countries which depend
mainly on rain-fed agriculture.

Assessing the impact of climate change on stream flows, soil moisture, ground-
water and other hydrological parameters essentially involves taking projections of
climatic variables (e.g., precipitation, temperature, humidity, mean sea level pres-
sure etc.) at a global scale, downscaling these global-scale climatic variables to
local-scale hydrologic variables, and computing hydrological components for water
resources variability and risks of hydrologic extremes in the future. Projections of
climatic variables globally have been performed with General Circulations Models
(GCMs), which provide projections at large spatial scales. Such large-scale climate
projections must then be downscaled to obtain smaller-scale hydrologic projections
using appropriate linkages between the local climates. A number of studies have
investigated downscaling methods for establishing a connection between coarse-
resolution GCMs and hydrologic models (e.g. Wilby et al., 1998, 2000; Hay and
Clark, 2003; Wood et al., 2004; Benestad et al. 2008).

There are limited climate change impact studies in Ethiopia (Tarekegn and
Tadege, 2006; Kim and Kaluarachchi, 2008; Abdo et al., 2009; Melesse et al., 2009,
Beyene et al., 2010). To make a conclusion about the effect of climate change on
the watershed hydrology using a particular GCM may not give clear representation
of the future changes. According to IPCC (2007), high uncertainty is expected in
climate change impact studies if the simulation results of a single GCM are relied
upon (IPCC, 1999). To minimize uncertainties due to GCM model formulations
and assumptions, this study downscaled outputs from 15 GCMs. This enabled us to
show the future hydrological response to a range of possible changes, as expressed
by the outputs from the different models. This study chose to generate daily climate
projections by modifying the historical datasets to represent the changes in the GCM
climatologies.
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From among the different Special Report on Emissions Scenarios (SRES), which
were developed by the IPCC, this study used the AlB, A2 and B2 scenarios for this
climate change impact study. These scenarios cover a range of future pathways,
with respect to global vs. regional development, and environmental vs. economic
emphases.

Different studies have been conducted to assess the impact of climate change on
hydrology in different parts of the world (Gleick and Chalecki, 1999; Neff et al.,
2000; Groisman et al., 2001; Chang et al., 2003; Novotny and Stefan, 2007, Kim
and Kaluarachchi, 2009; Abdo et al., 2009). Many of these studies indicated water
resource variability associated with climate change.

In this study, we investigated the possible effects of climate change on water
resources in Lake Tana Basin, Ethiopia by analyzing outputs from GCM models.
To get an indication of the consistency of the projected changes in the region, we
first compared projected changes in precipitation and temperature across 15 mod-
els for two seasons. The study then investigated how changes in temperature and
precipitation might translate into changes in stream flow and other hydrological
components, using outputs from the four selected climate models. The physically
based Soil Water Assessment Tool (SWAT) model was used to determine the impact
of climate change on the surface and ground water resources availability in the Lake
Tana Basin. The SWAT model was calibrated and validated using historical data
from four rivers which flow into Lake Tana: Gumera, Gilgel Abay, Megech and
Ribb rivers (Setegn et al., 2009a).

12.2 Materials and Methods

12.2.1 Study Area

Lake Tana is located in the country’s north-west highlands (Lat 12◦0′ North, Lon
37◦15′ East) (Fig. 12.1). The Lake Tana basin comprises an area of 15,096 km2,
including the lake area. The mean annual rainfall of the catchment area is about
1,280 mm. The climate of the region is “tropical highland monsoon” with the main
rainy season between June and September. The air temperature shows large diurnal
but small seasonal changes with an annual average of 20◦C. The mean annual rela-
tive humidity (1961–2004) at Bahr Dar meteorological station is 0.65. Lake Tana
occupies a wide depression in the Ethiopian plateau. The lake is shallow, olig-
otrophic, and freshwater, with weak seasonal stratification (Wood and Talling, 1988;
Wudneh, 1998). The lake is believed to have been formed due to damming by lava
flow during the Pliocene (Mohr, 1962), but the formation of the depression itself
started in the Miocene (Chorowiz et al., 1998). Lake Tana basin comprises a total
area of 15,096 km2 (drainage plus lake area). It is rich in biodiversity with many
endemic plant species and cattle breeds; it contains large areas of wetlands; it is
home to many endemic birds and cultural and archaeological sites. This basin is
of critical national significance as it has great potential for irrigation, hydroelectric
power, high value crops and livestock production, ecotourism and more.
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Fig. 12.2 Upper Blue Nile basin monthly average Rainfall (1960–2002)

The lake is a natural type which covers 3,000–3,600 km2 area at an elevation of
1,800 m and with a maximum depth of 15 m. It is approximately 84 km long, 66 km
wide. It is the largest lake in Ethiopia and the third largest in the Nile Basin. Gilgel
Abay, Ribb, Gumera and Megech are the main rivers feeding the lake, and con-
tribute more than 90% of the inflow. The Lake is the main source of the Blue Nile
River, which is the only surface outflow for the Lake. The climate of the study area
varies from humid to semiarid. Most precipitation occurs in the wet season (locally
called Kiremt) from June to September. The two other seasons are known as Bega
(normally dry; from October to February) and Belg (normally mild; from March
to May). About 70% of annual precipitation is concentrated on Kiremt. The annual
precipitation has an increasing trend from northeast to southwest. Figure 12.2 shows
basin-wide monthly rainfall average. The estimated mean annual precipitation of the
study area ranges from 1,200 to 1,600 mm based on data from 1961 to 2000 depend-
ing on the studies (Gamachu, 1977; Conway, 1997; Conway, 2000; UNESCO, 2004;
Kim et al., 2008, Setegn et al., 2009a). Due to the summer monsoon occurring
between June and September, more than 80% of the annual flow occurs from July to
October and flows to the downstream countries due to the absence of storage capac-
ity. The observational record from 1980 to 2000 shows a seasonal variation of less
than 2◦C. The annual mean actual evapotranspiration and water yield of the catch-
ment area are estimated to be 773 and 392 mm, respectively (Setegn et al., 2009a).

12.2.2 General Circulation Models (GCMs)

GCM’s are numerical coupled models that represent various earth systems including
the atmosphere, oceans, land surface and sea-ice and offer considerable potential
for the study of climate change and variability. They numerically simulate changes
in climate as a result of slow changes in some boundary conditions (such as the
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solar constant) or physical parameters (such as the greenhouse gas concentration)
(Abbaspour et al., 2009).

GCM output data were obtained from the World Climate Research Programme’s
(WCRP’s) Coupled Model Inter-comparison Project phase 3 (CMIP3) multi-model
dataset. The details of the models used in this study are listed in Table 12.1. Monthly
precipitation and average surface air temperatures were used to quantify the range
of the projected climate changes for the region. A single run was downloaded for
each scenario, and data extracted for the pixel containing the observation stations.

Daily data were extracted from the outputs of four models (cccma_cgcm3_1,
gfdl_cm2_1, mpi_echam5, and ncar_ccsm3_0). These data were used for the hydro-
logical modeling and assessing the impact of climate change on stream flows, soil
moisture, ground water and other hydrological parameters in the Lake Tana basin.

Table 12.1 The details of the different GCM are used in this study and their spatial resolutions
(IPCC, 2007)

Center Model

Atmospheric
resolution
(approx)

Bjerknes Centre for Climate Research Norway
(BCCR)

Bergen Climate
Model (BCM2.0)

2.8◦ × 2.8◦

Canadian Center for Climate Modelling and
Analysis Canada (CCCMA)

Coupled Global
Climate Model
(CGCM3)

3.75◦× 3.7◦

Centre National de Recherches Meteorologiques
France (CNRM)

CNRM-CM3 2.8◦× 2.8◦

Australia’s Commonwealth Scientific and Industrial
Research Organisation Australia (CSIRO)

CSIRO Mark 3.0 1.9◦× 1.9◦

Australia’s Commonwealth Scientific and Industrial
Research Organisation Australia (CSIRO)

CSIRO Mark 3.5 1.9◦× 1.9◦

Max-Planck-Institut for Meteorology Germany
(MPI-M)

ECHAM5/MPI-OM 1.9◦× 1.9◦

Meteorological Institute of the University of Bonn
(Germany) (MIUB)

ECHO-G 3.75◦× 3.7◦

Geophysical Fluid Dynamics Laboratory USA
(GFDL)

CM2.0 – AOGCM 2.5◦× 2.0◦

Geophysical Fluid Dynamics Laboratory USA
(GFDL)

CM2.1 – AOGCM 2.5◦× 2.0◦

Institute for Numerical Mathematics Russia (INM) INMCM3.0 5.0◦× 4.0◦
Institut Pierre Simon Laplace France (IPSL) IPSL-CM4 3.75◦× 2.5◦
Meteorological Research Institute Japan (MRI) MRI-CGCM2.3.2 2.8◦× 2.8◦
National Centre for Atmospheric Research USA

(NCAR)
Parallel Climate

Model (PCM)
2.8◦× 2.8◦

National Centre for Atmospheric Research USA
(NCAR)

Community Climate
System Model,
version 3.0
(CCSM3)

1.4◦× 1.4◦

Hadley Centre for Climate Prediction and Research,
Met Office, United Kingdom – UK Met. Office
UK (UKMO)

HadCM3 3.75◦× 2.5◦
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Monthly outputs of fifteen GCMs were used for the analysis of changes in major
climate variables (precipitation, minimum and maximum temperature) in the Lake
Tana basin. The models are the Bergen Climate Model (BCM2.0), Coupled Global
Climate Model (CGCM3), CNRM-CM3, CSIRO Mark 3.0, ECHAM5/MPI-OM,
ECHO-G, CM2.0 – AOGCM, CM2.1 – AOGCM, INMCM3.0, IPSL-CM4, MRI-
CGCM2.3.2, Parallel Climate Model (PCM), Community Climate System Model,
version 3.0 (CCSM3) and HadCM3 Global climate change models.

12.2.3 Climate Change Scenarios

Scenarios are images of the future, or alternative futures. They are neither predic-
tions nor forecasts. Rather, each scenario is one alternative image of how the future
might unfold. A set of scenarios assists in the assessment of future developments in
complex systems that are either inherently unpredictable, or that have high scientific
uncertainties (IPCC, 2007).

The Special Report on Emissions Scenarios (SRES) (IPCC, 2007) are grouped
into four scenario families (A1, A2, B1 and B2) that explore alternative develop-
ment pathways, covering a wide range of demographic, economic and technological
driving forces and resulting GHG emissions. The A1 storyline assumes a world
of very rapid economic growth, a global population that peaks in mid-century and
rapid introduction of new and more efficient technologies. Scenario A1 is divided
into three groups that describe alternative directions of technological change: fos-
sil intensive (A1FI), non-fossil energy resources (A1T) and a balance across all
sources (A1B). The SRES A1B Emissions Scenarios (a scenario in A1 family)
describes “a future world of very rapid economic growth, global population that
peaks in mid-century and declines thereafter, and rapid introduction of new and
more efficient technologies”. Scenario B1 describes a convergent world, with the
same global population as A1, but with more rapid changes in economic structures
toward a service and information economy with reductions in materials intensity,
and the introduction of clean and resource efficient technologies. B2 describes a
world with intermediate population and economic growth, emphasizing local solu-
tions to economic, social, and environmental sustainability. Scenario A2 describes
a very heterogeneous world with high population growth, slow economic develop-
ment and slow technological change. No likelihood has been attached to any of the
SRES scenarios (IPCC, 2007). In this study three SRES scenarios (A1B, B1, and
A2) were used. These scenarios were constructed to explore future developments in
the global environment with special reference to the production of greenhouse and
aerosol precursor emissions. Each scenario assumes a distinctly different direction
for future developments.

12.2.4 Downscaling Methods

GCM’s are coarse in resolution and are unable to resolve significant sub-grid scale
features such as topography, clouds and land use (Grotch and MacCracken, 1991).



248 S.G. Setegn et al.

For instance, the Canadian Center for Climate Modeling and Analysis Canada
(CCCMA), Coupled Global Climate Model (CGCM3) is resolved at a spatial reso-
lution of 3.75◦ longitude by 3.7◦ latitude; the Hadley Centre for Climate Prediction
and Research HadCM3 model is resolved at a spatial resolution of 3.75◦ longitude
by 2.5◦ latitude, and so on. Table 12.1 above shows the different models and their
spatial resolutions. There is a significant gap between the large spatial resolution
GCMs and regional and local watershed processes. This scale mismatch causes a
considerable problem for the assessment of climate change impact using hydro-
logical models. Hence, significant attention should be given to the development of
downscaling methodologies for obtaining high-resolution climate or climate change
information from relatively coarse-resolution global climate models (GCMs). This
will help for better prediction of climate change consequences at hydrological
scale.

Basically, there are two main approaches available for the downscaling of large
spatial resolution GCM outputs to a finer spatial resolution, termed dynamical
and statistical downscaling. In dynamical downscaling, a higher resolution climate
model or regional climate model is forced using a GCM. The statistical approach
establishes empirical relationships between GCM-resolution climate variables and
local climate.

Statistical downscaling is a tool for downscaling climate information from
coarse spatial scales to finer scales. The underlying concept is that local climate
is conditioned by large-scale climate and by local physiographical features such
as topography, distance to a coast, and vegetation. At a specific location, there-
fore, links should exist between large-scale and local climatic conditions. Statistical
downscaling consists of identifying empirical links between large-scale patterns of
climate elements (predictors) and local climate (the predictand), and applying them
to output from global or regional models. Successful statistical downscaling is thus
dependent on long, reliable series of predictors and predictands. Different studies
have shown that the two downscaling methods are usually similar for present day
climate, while differences in future climate projections are found more frequently.
These differences can be explained by the unwise choice of predictors in the sta-
tistical downscaling, for example, predictors that carry the climate signal. It has
also been suggested that results from statistical downscaling may be misleading
because the projected climate change exceeds the range of data used to develop
the model. However, differences between results from statistical downscaling and
regional modeling may also result from the ability of statistical downscaling to
reproduce local features that are not resolved in the regional models (Draggan,
2010). Major disadvantages of statistical downscaling versus using regional climate
model includes: the assumption that observed links between large-scale predictors
and local predictands will persist in a changed climate, and difficulties in repro-
ducing observed autocorrelations within climate time-series at daily time-scales.
Statistical downscaling does not necessarily produce a physically sound relationship
between different climate elements. Similarly some advantages of statistical down-
scaling versus regional modeling includes: statistical downscaling is less technically
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demanding than regional modeling; it is thus possible to downscale from several
GCMs and several different emissions scenarios relatively quickly and inexpen-
sive; it is possible to tailor scenarios for specific localities, scales, and problems.
The spatial resolution applied in regional climate modeling is still too coarse for
many impact studies, and some variables are either not available or not realistically
reproduced by regional models.

This study generated daily climate projections by modifying the historical
datasets to represent changes in the GCM climatologies. This is different from the
approach more usually thought of as “statistical downscaling” (e.g. Benestad et al.,
2008) where scenarios are created as a function of the daily outputs from GCMs
themselves. The historical-modification approach was used because hydrological
models often perform poorly when applied to datasets with distributions of daily
climate data that are different from their training data, and statistical downscaling
techniques often result in distributions that are noticeably different from observed
time-series (e.g. with compressed variance).

This study followed the historical-modification procedure of Harrold and Jones
(2003) which produces climate time-series and that have similar statistical prop-
erties to the observed datasets. In summary, this method involved calculating the
difference between the daily cumulative-frequency-distributions (CFDs) of a GCM
output variable for a present-day period and a future period, and then applying these
differences to an observed dataset. This simple “downscaling” technique is a good
compromise between the requirement to produce realistic time-series, and the desire
to represent the effects of climate change across different weather situations, as
these are simulated in the GCMs. In addition, the method is easy to implement and
fast to run. It is a good solution for producing climate change scenarios for impact
assessments.

Our implementation of the Harrold and Jones method was as follows.
Cumulative-frequency-distributions for daily precipitation, maximum and minimum
temperatures were first calculated for the GCM outputs. The CFDs were calculated
independently for each month-of-year, using data from that month-of-year and the
preceding and subsequent months. The differences between the present-day period
CFD and the scenario-period CFDs were then determined for the cumulative fre-
quencies 0.05, 0.15, 0.25. . .1.0. Absolute differences were calculated for minimum
and maximum temperature CFDs, while for precipitation the changes were derived
as ratios with-respect-to the present-period values. Because fractional changes in the
low-rainfall end of the CFDs may be large, all GCM rainfall values <0.1 mm/day
were considered to be zero, and zero values were omitted from the CDF calculations.
The extremes of the CFDs (e.g. 0.001, 0.999) were deliberately not sampled. The
time windows used are not long enough to define the tails of the CFDs, or changes
in them. The changes in the CFDs sampled at cumulative frequencies 0.05–0.95
were then linearly interpolated and extrapolated to cover the entire cumulative fre-
quency range (0–1). Finally, the historical data were ranked and modified to reflect
the changes in the GCM CFDs for each scenario and time-period. The result is
“downscaled”, daily climate time-series.
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12.2.5 SWAT Model Description

SWAT (Soil Water Assessment Tool) is continuous time, spatially distributed
model designed to simulate water, sediment, nutrient and pesticide transport at a
catchments scale on a daily time step. It is one of the watershed models that play
a major role in analyzing the impact of land management practices on water, sed-
iment, and agricultural chemical yields in large complex watersheds. It is a public
domain model developed by Arnold et al. (1998). SWAT uses hydrologic response
units (HRUs) to describe spatial heterogeneity in terms of land cover, soil type and
slope within a watershed. The SWAT system is embedded within a geographic infor-
mation system (GIS) that can integrate various spatial environmental data including
soil, land cover, climate and topographic features. Currently, SWAT is embedded in
an ArcGIS interface called ArcSWAT. The Simulation of the hydrology of a water-
shed is done in two separate divisions. One case is the land phase of the hydrological
cycle that controls the amount of water, sediment, nutrient and pesticide loadings
to the main channel in each subbasin. The second division is routing phase of the
hydrologic cycle that can be defined as the movement of water, sediments, nutrients
and organic chemicals through the channel network of the watershed to the outlet. In
the land phase of hydrological cycle, SWAT simulates the hydrological cycle based
on the water balance equation.

SWt = SW0 +
t∑

i=1

(
Rday − Qsurf − Ea − wseep − Qgw

)
(12.1)

In which SWt is the final soil water content (mm), SWo is the initial soil water
content on day i (mm), t is the time (days), Rday is the amount of precipitation on
day i (mm), Qsurf is the amount of surface runoff on day i (mm), Ea is the amount of
evapotranspiration on day i (mm), Wseep is the amount of water entering the vadose
zone from the soil profile on day i (mm), and Qgw is the amount of return flow on
day i (mm).

To estimate surface runoff two methods are available. These are the SCS curve
number procedure USDA Soil Conservation Service (USDA, 1972) and the Green &
Ampt infiltration method (Green and Ampt, 1911) In this study, the SCS curve num-
ber method was used to estimate surface runoff. Hargreaves method was used for
estimation of potential evapotranspiration (PET) (Hargreaves, 1985). The SCS curve
number is described by equation 12.2.

Qsurf = (Rday − 0.2S)2

(Rday + 0.8S)
(12.2)

In which, Qsurf is the accumulated runoff or rainfall excess (mm), Rday is the rainfall
depth for the day (mm), S is the retention parameter (mm). The retention parameter
is defined by equation 12.3.
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S = 25.4

(
100

CN
− 10

)

(12.3)

The SCS curve number is a function of the soil’s permeability, land use and
antecedent soil water conditions. SCS defines three antecedent moisture conditions:
1 – dry (wilting point), 2 – average moisture, and 3 – wet (field capacity). The mois-
ture condition 1 curve number is the lowest value that the daily curve number can
assume in dry conditions. The curve numbers for moisture conditions 2 and 3 are
calculated from equations 12.4 and 12.5.

CN1 = CN2 − 20 · (100 − CN2)

(100 − CN2 + exp [2.533 − 0.0636 · (100 − CN2)])
(12.4)

CN3 = CN2 · exp [0.00673 · (100 − CN2)] (12.5)

In which CN1 is the moisture condition 1 curve number, CN2 is the moisture
condition 2 curve numbers, and CN3 is the moisture condition 3 curve numbers.

Typical curve numbers for moisture condition 2 are listed in various tables
(Neitsch et al., 2005) which are appropriate to slope less than 5%. But in the Lake
Tana basin there are areas with slopes greater than 5%. To adjust the curve number
for higher slopes an equation developed by (Williams, 1995) was used (equation
12.6)

CN2S = (CN3 − CN2)

3
· [

1 − 2 · exp(−13.86 · slp)
] + CN2 (12.6)

In which CN2S is the moisture condition 2 curve number adjusted for slope, CN3 is
the moisture condition 3 curve number for the default 5% slope, CN2 is the moisture
condition 2 curve number for the default 5% slope, and slp is the average percent
slope of the sub-basin.

The different components of the SWAT model application to the Lake Tana basin
are described by Setegn et al. (2009a, 2009b, 2010). More detailed descriptions of
the different model components are listed in Neitsch et al. (2005). A comprehensive
review of SWAT model applications is given by Gassman et al. (2007).

12.2.6 Hydrological Model Input and Setup

The spatially distributed data needed for the ArcSWAT interface include the Digital
Elevation Model (DEM), soil data, land use and stream network layers. Data on
weather and river discharge were also used for prediction of streamflow and cali-
bration purposes. For the setup of the SWAT model, we have used a 90 m resolution
DEM for the delineation of the watershed and to analyze the drainage patterns of
the land surface terrain. Sub-basin parameters such as slope gradient, slope length
of the terrain, and the stream network characteristics such as channel slope, length,
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and width were derived from the DEM. The soil and land use data were used for
the definition of the hydrological response units (HRUs). SWAT model requires
different soil textural and physico-chemical properties such as soil texture, avail-
able water content, hydraulic conductivity, bulk density and organic carbon content
for different layers of each soil type. These data were obtained mainly from the
following sources: Soil and Terrain Database for northeastern Africa CD-ROM
(Food and Agriculture Organization of the United Nations (FAO), 1998), Major
Soils of the world CD-ROM (FAO, 2002), Digital Soil Map of the World and
Derived Soil Properties CD-ROM (FAO, 1995), Properties and Management of
Soils of the Tropics CD-ROM (Van Wambeke, 2003), Abbay River basin Integrated
Development Master Plan Project – Semi detailed Soil Survey and the Soils of
Anjeni Area, Ethiopia (SCRP report). Figure 12.3 (left) shows the major soil types
in the basin.

The land use map of the study area was obtained from the Ministry of Water
Resources, Ethiopia. We have reclassified the land use map of the area based on the
available topographic map (1:50,000), aerial photographs and satellite images. The
reclassification of the land use map was done to represent the land use according to
specific land cover types such as type of crop, pasture and forest. Figure 12.3 (right)
shows that more than 50% of the Lake Tana watershed is used for agriculture.

SWAT requires daily meteorological data that can either be read from a measured
data set or be generated by a weather generator model. The weather variables used
in this study for driving the hydrological balance are daily precipitation, minimum
and maximum air temperature for the period 1978–2004. These data were obtained
from Ethiopian National Meteorological Agency (NMA) for stations located within
and around the watershed.

The daily river discharge data were used for model calibration and validation.
The river discharges were characterized with high flow periods during June-
September and low flow periods during the rest of the year. The highest discharges
were for the Gilgel Abay and Gumera Rivers. Daily river discharge values for the
Ribb, Gumera, Gilgel Abay, and Megech Rivers and the outflow Blue Nile (Abbay)
River were obtained from the Hydrology Department of the Ministry of Water
Resources of Ethiopia. The daily river discharges at four tributaries of Lake Tana
(Gumera, Gilgel Abay, Megech and Ribb Rivers) from gauging stations were used
for model calibration and validation. The peak flows for all inflow rivers occur in
August. But the outflow river gets its peak flow at the month of September. There is
a 1 month delay of peak flow for outflow from the Blue Nile River. This is due to the
influence of the lake, which retards the flow before it reaches the outlet. The record
of the outflow river (Abbay) at Bahir Dar gauge station was not used for model cali-
bration and validation. This is because we have seen a significant difference between
the default simulated and measured stream flow data at this gauge station. There is
abstraction of water from the lake for irrigation and other purposes. But there is no
available information on the amount of water losses from the lake.

The details of the input data used for the setup of the SWAT model are
documented in Setegn et al. (2009a).
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12.2.7 Model Setup, Calibration and Evaluation of SWAT Model

The model setup involved five steps: (1) data preparation, (2) sub-basin discretiza-
tion, (3) HRU definition, (4) parameter sensitivity analysis, (5) calibration and
uncertainty analysis. The steps for the delineation of the watershed include DEM
setup, stream definition, outlet and inlet definition, watershed outlets selection and
definition and calculation of sub-basin parameters. Artificial stations were located
during the setup of the SWAT model. This was aimed at quantifying the water fluxes
into the lake, which could be used analyzing the water balance of the lake.

Twenty-six hydrological parameters were tested for sensitivity for the simulation
of the stream flow in the study area. The data for period 1981–1992 were used
for calibration and from 1993 to 2004 were used for validation of the model in
the four tributaries of Lake Tana basin. Periods 1978–1980 and 1990–1992 were
used as “warm-up” periods for calibration and validation purposes, respectively.
The warm-up period allows the model to get the hydrologic cycle fully operational.

The calibration and uncertainty analysis were done using three different algo-
rithms, i.e., Sequential Uncertainty Fitting (SUFI-2) (Abbaspour et al., 2004, 2007),
Parameter Solution (ParaSol) (Van Griensven and Mixer, 2006) and Generalized
Likelihood Uncertainty Estimation (GLUE) (Beven and Binley, 1992). The details
of the methods and application can be found in Setegn et al. (2009a).

12.3 Results and Discussion

12.3.1 Future Climate Change Projection

In our analysis, we divided the data into a wet-season (June to September) and a
dry-season (October to May) so that the results are easier to interpret from the per-
spective of possible impacts. Projected changes in seasonal mean temperature at the
location of Adet station for a range of GCMs are shown in Fig. 12.4. Changes in
mean seasonal accumulated precipitation are shown in Fig. 12.5. As represented
by the GCMs, the Adet station can be taken to be representative of all stations
in the study region, because the study area is relatively small compared to GCM
resolution. Temperature changes are given in ◦C, and precipitation changes as a per-
centage change on the base-period mean (e.g. a change of 100% would imply a
doubling of precipitation). This way of expressing changes has become a de facto
convention. The error bars are derived from the 1-standard-deviation error-in-the-
mean of seasonal average temperatures or seasonal cumulative precipitation. The
error bars can be taken to represent the inter-annual variability in the models. In
Fig. 12.4, the bars show plus/minus the quadrature-sum of the errors in the base-
period and scenario means. The error-bars in Fig. 12.5 are derived similarly, but
have been converted to percentage changes in the base-period mean. The results
from Figs. 12.4 and 12.5 are summarized in Tables 12.2 and 12.3. Figure 12.4
shows that the projected temperature at Adet station for the periods 2046–2065 and
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Fig. 12.4 Projected changes in mean temperature at the location of Adet station for a range of
GCMs from the CMIP3 dataset. Top row are changes in wet-season temperature, bottom row are
changes in dry seasons temperature. Left column are changes to 2046–2065, right column are
changes to 2080–2100. Colors denote the SRES scenario used: blue are B1, green are A1b, red are
A2. Error bars are 1 standard-deviation

2080–2100 for the wet and dry seasons. Figure 12.4 shows that the GCM runs
project a wide range of temperature changes for the region. Even so, all the projected
changes are for regional warming, and the changes are nearly all statistically-
significant. In addition, the ranking of the changes for the three scenarios is
consistent with what we expect. That is, for 2080–2100, the smallest changes are
for the lowest-emission SRES B1 scenario, and the largest changes are for the
highest-emission SRES A2 scenario.

In contrast, Fig. 12.5 suggests that the GCM’s do not give us a confident picture
of rainfall change in the region. Firstly, approximately half of the models suggest
increases in rainfall, and half suggest decreases, so there is no consensus between
GCMs. Further, in most cases the projected rainfall changes are less than 3 standard
deviations; even though some of the changes are large in absolute terms (greater than
50%), we note that the larger changes are projected in the GCMs with the largest
inter-annual variations. Further, for many GCMs, the changes in Fig. 12.5 are not
ranked according to the emission scenarios. In fact, for several of the models the
changes are similar for all three scenarios; that is, they appear to be independent of
the emission scenario. This suggests that for these models the differences between
the 1980–2000 base period and the future periods is partly attributable to natural
variation with the base-period, because common base-period data were used for all
three SRES scenarios.
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Fig. 12.5 Projected changes in mean precipitation at the location of Adet station. Top row are
changes in wet-season precipitation, bottom row are changes in dry seasons precipitation. Left
column are changes to 2046–2065, right column are changes to 2080–2100. Colors denote the
SRES scenario used: blue are B1, green are A1b, red are A2. Changes are expressed as percentages
of the base-period (1980–2000) precipitation. Error bars are 1 standard-deviation

Table 12.2 The ranges of projected changes (given as 25th–75th percentiles) for the study region
for the 2080–2100 period from the 15 GCMs

Rainfall changes Temperature changes

Scenarios Wet season Dry season Wet season Dry season

SRES B1 –7%–2% –16%–11% 1.7◦C–2.7◦C 2.0◦C–2.7◦C
SRES A1b –12%–13% –16%–10% 2.9◦C–4.0◦C 3.0◦C–3.9◦C
SRES A2 –18%–12% –21%–15% 3.3◦C–4.7◦C 3.9◦C–4.9◦C

Table 12.3 The ranges of projected changes (given as 25th–75th percentiles) for the study region
for the 2046–2065 period from the 15 GCMs

Rainfall changes Temperature changes

Scenarios Wet season Dry season Wet season Dry season

SRESB1 –8%–1% –10%–11% 1.1◦C–1.7◦C 1.4◦C–1.9◦C
SRES A1b –8%–9% –17%–11% 1.7◦C–2.4◦C 1.9◦C–2.6◦C
SRES A2 –7%–4% –20%–7% 1.6◦C–2.3◦C 1.9◦C–2.6◦C
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Thus, we conclude from Fig. 12.5 that the GCMs do not project significant
changes in rainfall in the region. This is not to say they do not project any changes at
all. In our analysis, we compared 20-year seasonal totals, and it is quite possible that
a more sophisticated statistical method that could use longer time-periods (for exam-
ple regressing rainfall against global warming) would yield statistically-significant
results. However, from the point-of-view of water users, our finding that the GCMs
do not show consistent and statistically significant differences between the rainfall
totals for the 1980–2000 period and the 2080–2100 period could be translated as
“no consensus on changes in precipitation”.

12.3.2 Hydrological Model Setup and Evaluation

The parameter sensitivity analysis was done using the ArcSWAT interface for the
whole catchment area. Sensitivity analyses for twenty-six hydrological parameters
were conducted within the study area. The most sensitive parameters considered for
calibration were soil evaporation compensation factor, initial SCS Curve Number
II value, base flow alpha factor, threshold depth of water in the shallow aquifer for
“revap” to occur, available water capacity, groundwater “revap” coefficient, chan-
nel effective hydraulic conductivity, and threshold depth of water in the shallow
aquifer for return flow to occur. The details of the sensitive flow parameters and
their fitted values are documented in Setegn et al. (2009a). SUFI-2, GLUE and
ParaSol methods were used for calibration of the SWAT model in Gilgel Abay,
Gumera, Ribb and Megech inflow rivers. The comparison between the observed
and simulated stream flows indicated that there is a good agreement between the
observed and simulated discharge which was verified by high values of coeffi-
cient of determination (R2) and Nash Sutcliffe efficiency (NSE). Model predictive
performances for calibration and validation periods of all inflow rivers discharge
for all calibration and uncertainty analysis methods are summarized in Setegn
et al. (2009a). Figure 12.6 shows the time-series comparison between measured

Fig. 12.6 Time series of measured and simulated monthly flow at Gilgel Abay River station for
the validation period (1995–2006)
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and simulated monthly flow at Gilgel Abay River gauge station during valida-
tion periods. The detailes of the calibration and validation results can be found in
Setegn et al. (2009a). Setegn et al. (2009a) indicated that the water balance of the
upland watershed is well represented. The results indicated that 65% of the annual
precipitation is lost by evapotranspiration in the basin during the calibration period
as compared to 56% during validation period. Surface runoff contributes 31% and
25% of the water yield during calibration and validation periods, respectively.
Ground water contributes 45% and 54% of the water yield during calibration and
validation periods, respectively.

12.3.3 Impact of Climate Change on Stream Flow

River discharge is an important hydrological component that is greatly influenced
by climate (rainfall and temperature) and land use. Figure 12.7 shows the projected
effect of climate change on annual stream flow, as output from the SWAT model.
Using downscaled data from the CCMA, MPI and GFDL models, the streamflow
showed a reduction under all SRES scenarios for both time periods (2046–2065 and
2080–2100). But with the NCAR models there was an increase in streamflow for
A2 and B1 scenarios during the two time periods.

The results from the hydrological modeling for the wet-season (June-September)
streamflow in the Gilgel Abay River are shown in Fig. 12.8. Wet season streamflow
is significantly reduced in the downscaled cccma_cgcm3_1 model for all scenarios
for both time periods. For the downscaled gfdl_cm2_1 model there are reductions of
around 20% for the 2046–2065 period, and around 50% for the 2080–2100 period,
with little variation between scenarios. Results from the downscaled mpi_echams5
model show little change. The downscaled ncar_ccsm3_0 model results show little

Fig. 12.7 Change in annual streamflow due to changes in precipitation and temperature for
CCCMA, GFDL, MPI and NCAR models under A1B, A2 and B1 scenarios for the periods
2045–2065 and 2080–2100 expressed as a percentage of streamflow in the base period 1980–2000
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Fig. 12.8 Projected changes in wet-season runoff in the GilgelAbay River compared to the base-
period 1980–2000, calculated with the SWAT model. Left (a) changes to 2046–2065, right (b)
changes to 2080–2100. Colors denote the SRES scenario used: blue are B1, green are A1B, red
are A2. Changes are expressed as percentages of the base-period (1980–2000) wet-season runoff

change, except for a streamflow increase of around 60% for the SRES A2 scenario
during 2080–2100. However, of the models show similar trends across different
scenarios in the 2046–2065 and 2080–2100 periods.

Although the number of GCM outputs examined in the hydrological modeling
study is smaller than in the seasonal rainfall and temperature studies shown in
Figs. 12.4 and 12.5 (due to both data and time constraints), we can still extract
some important points. Firstly, the directions of the streamflow changes follow the
changes in rainfall (i.e. decreases for the cccma_cgcm3_1 and gfdl_cm2_1 models,
increases for the ncar_ccsm3_0 model for SRES A2 scenario, and no changes for
the mpi_echam5 model). This is expected given the fact that local evapotranspira-
tion does not dominate the water-cycle in the wet-season. But we also see that the
streamflow changes are both larger in magnitude and more significant than the rain-
fall changes. We interpret these aspects of the modeling results to imply that runoff
changes in the region could be significant, even though the GCMs do not agree on
the direction of the change. The exceptions are the results from the ncar_ccsm3_0
model for the SRES A1B and B1 scenarios, where increases in wet-season pre-
cipitation are accompanied by streamflow declines. This is presumably not caused
by unreasonable increases in modeled evaporation, because the projected tempera-
ture changes in ncar_ccsm3_0 are lower than average (see Figure 12.4). We note,
however, that the ncar_ccma3_0-based simulations were downscaled using changes
in the GCM daily mean temperature output (for the other models, changes in GCM
daily maximum and minimum temperature were used), which may account for these
anomalous results. Alternatively, the changes in precipitation and/or temperature as
a function of CFD might be substantially different for the ncar_ccma3_0 outputs.
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12.3.4 Impact of Climate Change on Agricultural Water Resources

In this section, we discuss changes in actual evapotranspiration (AET), soil mois-
ture (SW) and ground water (GW) that are of the most important components of
the hydrological cycle. Our intention is to understand how the changes in climate
variables can affect the different hydrological components of the basin that control
the final streamflow.

The possible impact of climate change on the annual changes in actual ET, soil
moisture and ground water for the period of 2046–2065 and 2080–2100 periods
are shown in Fig. 12.9. The results indicated that AET increases considerably in
many models, but especially for GFDL model. This is attributed to the increase in
air temperature. It was observed that soil moisture showed little change (between
0 and 2% decrease) for many of the models. Ground water flow is reduced for the
downscaled GFDL and MPI models, but the downscaled NCAR model has shown
an increase in the groundwater flow.

The increase in ET is probably due to increased air temperatures. The study
used the Hargreaves algorithm (Hargreaves et al. 1985) to calculate evapotranspi-
ration from minimum and maximum temperatures. This is consistent with previous

Fig. 12.9 Annual changes in actual evapotranspiration (AET), soil moisture and ground water
due to changes in climate for the 2046–2065 and 2080–2100 periods: (a) changes in AET for
2046–2065 period, (b) changes in AET for 2080–2100 period, (c) changes in soil water content
for 2046–2065 period, (d) changes in soil water content for 2080–2100 period, (e) changes in
groundwater for 2046–2065 period, (f) changes in groundwater for 2080–2100 period
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studies, which have shown that a significant variation in AET is expected to fol-
low changes in air temperature (Abbaspour et al., 2009). The changes in modeled
ground water flow clearly influenced the changes in streamflow. This is consistent
with the Setegn et al. (2009a), who indicated that 60% of the stream flows from the
inflow rivers of Lake Tana are baseflow, and that future reduction in ground water
might contribute to reduced streamflow in the basin. Moreover, previous studies
have indicated that more than 60% of the hydrological loss in the present system
is through evapotranspiration. This suggests that increased evapotranspiration in the
future may be a significant factor leading in the direction of decreased streamflow,
which may or may not be compensated for by changes in rainfall.

In this study, we have used the same land cover data as the present time. Such
a study should not be considered as a realistic actual scenario, because the latter
would require including the impact of future land use change. We are conduct-
ing further investigations regarding the combined effect of climate and land use
change. We note also that in the present study there is no consideration of changes
in soil parameters, which could influence the soil properties of the watershed. This
may explain the low response of soil moisture to the changes to climate in this
study.

Considering the combined effects of land use change and climate change will
also raise the question of the effect of climate change on land use changes, and
vice versa. Unless we quantify the proportion of the land use changes due to human
and those caused by the changing climate (rainfall and air temperature) variabil-
ity, understanding the combined feedback to the water resources variability will be
misleading.

There is much uncertainty in our modeling results. This is a combination of
uncertainties in the GCM outputs, as a result of the downscaling, hydrological
parameter uncertainty and neglect of land-use changes or potential changes in soil
properties. Any or all of these factors may cause the results to deviate from reality.
But even so, we are dedicated to perusing a thorough investigation of the combined
effect of climate and land use/land cover on the hydrological processes and water
recourses in the study area, and we believe this study is an important first-step in
this direction.

12.3.5 Implications of Climate Change Impact

Ethiopia is known to be one of the countries most affected by drought. Given a large
part of the country is arid or semi-arid and highly prone to drought and desertifica-
tion, a further decrease in precipitation could increase the frequency and intensity
of droughts in the country. Also, Ethiopia has a fragile highland ecosystem that is
currently under stress due to increasing population pressure.

Our analysis suggests that the northern highlands of the country could experi-
ence reduced rainfalls, and hence become susceptible to even more severe drought
conditions.
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A dramatic reduction in precipitation or increase of actual evapotranspiration
would cause soil moisture stress. The resulting negative agricultural water balance
would reduction both rain-fed and irrigated agriculture productivity. A reduction
in rainfall coupled with land degradation and other factors would also signifi-
cantly reduce effective rainfall; that is, rainfall which could be available for crop
consumption. The combined effect has the potential to cause a great agricultural
drought, unless there is ample water available for irrigation. However, a reduction in
rainfall may cause reduce ground water recharge, which would significantly reduce
its contribution to stream flow. Lake Tana is highly sensitive to variations in rainfall,
as well as in river inflows and evaporation. Setegn et al. (2009a) showed that inflow
river discharge to Lake Tana contributes over 90% of the lake inflow. It is thus very
likely that changes in river inflow would also change the volume of the lake and the
water balance, which could ultimately adversely impact the lake ecosystem.

12.4 Conclusion

The possibility of a reduction in water resources is a major threat in the northern
highlands of Ethiopia, due to alterations in hydrologic cycles and changes in water
availability. In this study, we investigated the sensitivity of water resources to chang-
ing climate in the Lake Tana Basin, Ethiopia. We compared projected changes in
precipitation and temperature across 15 GCM models for two future periods to get
an indication of the consistency of the projected changes in the region. We found
that the models projected temperature increases of around 2–5◦C for 2080–2100,
depending on the model and emission scenario. However, the models projected a
wide range of rainfall changes, both increases and decreases, but the low statistical-
significance of the changes combined with apparent systematic effects does not
allow us to draw any definite conclusions about rainfall changes in the region.
Moreover, the study investigated how changes in temperature and precipitation
might translate into changes in stream flows and other hydrological components
using downscaled outputs from four climate models. Although the GCM sample
examined for this component of the study is small, we note important aspects of
the results. Firstly, the direction of streamflow changes followed the direction of
changes in rainfall. This is expected, given that local evapotranspiration does not
dominate the water-cycle in the wet-season. But we also saw that the changes were
both larger-magnitude and more significant than the rainfall changes. The responses
of evapotranspiration, soil moisture and ground water were also examined, and it
was found that changes in ground water flow may be a significant component of the
changes in streamflow.

We interpret the different aspects of the hydrological response and it indicates
that changes in runoff and other hydrological variables in the region could be sig-
nificant, even though the GCMs do not agree on the direction of the rainfall change.
This implies that climate change may well impact the surface and ground water
resources of the Lake Tana Basin, and the lake may experience a change in water
balance due to a change in river inflow in the forthcoming decades.
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Chapter 13
Climatic Factors Modulating Nile River Flow

Mark R. Jury

Abstract This chapter presents a review of climatic factors modulating variability
of Nile River flow. Through composite analysis of seasons with high and low flow,
the Atlantic zonal overturning atmospheric circulation is seen as a dominant feature.
When upper easterlies and lower westerlies prevail, convection is enhanced over
the highlands of Northeast Africa. This atmospheric cell is shown to be coupled
with the Pacific Ocean thermocline oscillation that comprises the El Niño Southern
Oscillation. At the event scale, floods are produced by an enhanced southerly mon-
soon over the West Indian Ocean that is reflected back toward Northeast Africa
by an Arabian ridge. Diurnal forcing is evident in surface heating and a mid-day
strengthening of northwesterly winds over Sudan. During the 1970s and early 1980s,
droughts caused the Nile River flow to decline. This appears related to a multi-
year cool phase in the North Atlantic and a southward retreat of the near-equatorial
trough. Sympathetic responses of rainfall extend from Ethiopia to India and across
the West African Sahel, suggesting that climatic variability in the Nile catchment is
part of a global pattern. Although some predictability is uncovered, more than half
of the variance in Nile River flow is apparently random and unresolved by either sta-
tistical or numerical models. Thus coping mechanisms and strategies for resource
switching in wet and dry phases are needed, to put countries bordering the Nile on
sound economic footing.

Keywords Nile River flow variability · Climatic factors · Ethiopian highlands
rainfall

13.1 Introduction

The Nile River flows through arid northeastern Africa, nurturing life with its water.
Each year it rises and falls ∼5 m in Sudan following seasonal rains over Ethiopia.
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In some years the flow doubles in others it is halved, bringing socio-economic stress
to agrarian communities of the African savannah. The year-to-year variability arises
from the coupling of slowly evolving ocean conditions and large-scale atmospheric
circulation. Equatorial ocean upwelling displaces the overlying atmospheric convec-
tion, altering the position of large-scale hydrological sources and sinks (Philander
et al., 1987; Nicholson and Grist, 2001). Past studies have attributed African climate
variability to north–south patterns of Atlantic SST (Folland et al., 1986; Lough,
1986; Palmer, 1986; Semazzi et al., 1996), and to the Pacific El Niño-Southern
Oscillation (ENSO; Eltahir, 1996; Eltahir and Wang, 1999). In addition to ocean-
atmosphere coupling, evapo-transpiration from surface vegetation offers additional
memory (Zeng and Eltahir, 1998; Zeng et al., 1999). Research on climatic modula-
tion of Nile River flow is extensive (Quinn, 1992; Wang and Eltahir, 1999; Eldaw
et al., 2003; Potter, 2004; Korecha and Barnston, 2007) and points to the ENSO
and Indian Ocean monsoon as influential (Camberlin, 1997; Camberlin et al., 2001;
Segele et al., 2009). During ENSO cool (warm) phase upper easterly (westerly)
wind anomalies prevail over the equatorial Atlantic that generate rising (sinking)
motion over Africa and India (Hastenrath, 2000).

The Nile River collects flow from the Abay (Blue Nile) River of central Ethiopia
(54 km3/year), Sudd wetlands of southern Sudan (15), Baro River of southern
Ethiopia (13) and Atbara River of northern Ethiopia (12), according to Ahmed and
Ismail (2008; their figure 13.4). Thus 85% of the Nile River flow derives from
rainfall over the Ethiopian highlands, where run-off efficiency is ∼18% (Roskar,
2000; Dettinger and Diaz, 2000). The Blue Nile catchment is elevated ∼2,000
m above the surrounding areas (Fig. 13.1a, b) and orographic convection prevails
in summer (June–September) as the southwest monsoon draws moist tropical air
from the Congo River basin. Concurrently, the Indian monsoon generates an upper
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Fig. 13.1 (a) Topographic map of northeastern Africa, (b) close-up of Nile River catchment with
shaded contours at 500 m and rivers (blue). River flow gauge is circled near the Sudan-Ethiopia
border (dashed)
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easterly jet that crosses the Arabian Sea, pulsing Ethiopian highlands rainfall
every few weeks. Diurnal heating promotes evapo-transpiration and afternoon
thunderstorms that contribute >2/3 of total rainfall (Seleshi, 1991).

The objective of this chapter is to review how the large-scale environment mod-
ulates Nile River flow using historical data sets and statistical analyses. Other
objectives include an estimation of current levels of predictability and a review
of intra-seasonal and diurnal factors contributing to floods. In Section 13.2, the
data and methods are outlined. Section 13.3 gives results of time series analysis,
composite patterns, seasonal predictability, and intra-seasonal to diurnal aspects
of flood events. The conclusions are given in Section 13.4 within a conceptual
framework.

13.2 Data and Methods

To study variability of the Nile River, river gauge data were obtained from two sta-
tions (cf. Fig. 13.1b): Roseires, Sudan (11◦43′N, 35◦23′E) and Eldeim, Ethiopia
(11◦09′N, 35◦08′E). The two records are closely related (Conway et al., 2009)
and provide a complete record from 1912 to 2002. Supplementing the monthly
flow data are gauge rainfall from the World Climate Research Program Global
Precipitation Climatology Center (GPCC; Rudolf and Schneider, 2005) averaged
over the catchment area (5–16◦N, 32–40◦E) in the period 1912–2007. The monthly
rainfall data are averaged to seasonal or annual blocks to study inter-annual variabil-
ity. To investigate the nature of climatic oscillations, the time series are subjected
to wavelet spectral analysis following the methods of Yeshanew and Jury (2007).
Large-scale environmental patterns are studied by ranking the top 6 wet and dry
summers (June–September) since 1960 based on an average of flow and rainfall
standardized departures. Wet summers include: 1961, 1964, 1998, 1988, 1999,
1967; dry summers are 2002, 1984, 1987, 1972, 1986, 1990 as shown in Table 13.1.
Composite difference fields are calculated using monthly re-analyzed atmospheric
fields (Kalnay et al., 1996) of National Center for Environmental Prediction
(NCEP) for wind, stream function and velocity potential as maps and vertical sec-
tions, serving to update the findings of Yeshanew and Jury (2007). Composite

Table 13.1 Wet and dry
summers from ranking of
Nile flow and catchment
rainfall since 1960

Wet Dry

JJAS St. dep. JJAS St. dep.

1961 1.98 1984 –2.52
1964 1.80 1987 –1.65
1998 1.42 1972 –1.55
1988 1.39 1986 –1.48
1999 1.04 1990 –1.43
1967 0.76 2002 –1.43

St. dep. = Standardized departures.
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difference fields are also calculated for NOAA extended sea surface temperature
(SST; Smith et al., 2008) and GPCC rainfall. From the resulting patterns, key areas
are identified and standardized annual time series are extracted for statistical tests.
To quantify environmental influences on Nile River flow, a multi-variate regression
is made using three parameters at concurrent time and 1-year lead, following statis-
tical methods similar to Eldaw et al. (2003). Numerical predictability is evaluated by
extraction of annual Nile catchment rainfall simulated by six coupled general circu-
lation models (cGCM) in the period 1960–2000. Comparisons are made with GPCC
catchment rainfall and Nile River flow by cross-correlation, with values > 0.28 sig-
nificant at 95% confidence. The model data (from COLA, CCM3, ECHAM, NCEP,
NSIPP, GFDL) are extracted from the IRI Forecast Division via the climate library.
Details of the cGCM are given at: iridl.ldeo.columbia.edu/SOURCES/.IRI/.FD/
Simulations are at concurrent time and based on observed SST fields. Intra-seasonal
variability is reviewed from Jury (2009), based on daily GPCP gauge-satellite
blended rainfall (Huffman et al., 2001) over the Nile catchment in the period
1997–2007. Two flood events are identified by objective ranking: 23–28 July
2006 and 26–31 July 2007. Composite NCEP reanalysis anomaly fields are ana-
lyzed by subtracting the historical mean for those days, and diurnal amplitude is
quantified by subtracting 08h00 from 14h00 LST fields. 3-hourly multi-satellite
estimated catchment rainfall (Joyce et al., 2004) for the two floods is analyzed
for diurnal cycles. Wavelet spectral analysis is again applied to daily time series
of rainfall and meridional wind to characterize the intra-seasonal oscillations
present.

13.3 Results and Discussion

13.3.1 Temporal Analysis

There is a large seasonal cycle in Blue Nile River flow (Fig. 13.2a) induced by
Ethiopian highlands rainfall that peaks in July. Flows rise from June to August,
followed by a gradual decline to December. The mean flow is 49 km3/year and
the range over the period 1912–2002 is of similar value. The standard deviation is
9.5 km3/year and the coefficient of inter-annual variability is ∼30%. Annual time
series of flow and catchment rainfall (Fig. 13.2b) and wavelet co-spectra (Fig. 13.2c)
reveal significant oscillations in the twentieth century around 3 years. Other signif-
icant oscillations include: 6–7 years up to 1930 and after 1985, 16–18 years from
1960 to 1985, and 34 to 40 years after 1930. Using longer records of annual flow
Currie (1987) and Fraedrich et al. (1997) confirm the presence of oscillations at ∼18
and ∼40 years. The river flow closely follows catchment rainfall as expected, except
in the period around 1980 when flow dropped early. The 3-year cycle is associated
with large-scale ocean-atmosphere coupling, as will be shown later. The lowest fre-
quency appears related to the North Atlantic multi-decadal oscillation (Enfield et al.,
2001), which contributed to drought in the early 1980s.
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Fig. 13.2 (a) Seasonal cycle of Blue Nile River flows averaged over the study period, (b) compar-
ison of annual catchment rainfall and Blue Nile River flow (solid), (c) wavelet co-spectra of annual
flow and rainfall with power shaded at 25% intervals. Cone of validity is outlined

13.3.2 Large-Scale Patterns

The composite difference fields with respect to Nile River flow are given in Fig. 13.3
for wet and dry seasons as indicated in Table 13.1. The SST pattern exhibits a cool
tongue <–2◦C in the east Pacific consistent with La Niña conditions (Fig. 13.3a).
SST differences across the Atlantic and Indian Ocean are trivial in comparison.
The summer rainfall pattern (Fig. 13.3b) reveals sympathetic wet conditions across
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Fig. 13.3 Composite difference maps for 6 wet minus 6 dry seasons (June–September) as defined
in Table 13.1, for (a) SST, (b) rainfall, (c) 700 hPa wind with vectors > 5 m/s bold, (d) 700 hPa
streamfunction, (e) 150 hPa wind with vectors > 10 m/s bold, and (f) 150 hPa velocity potential.
Composite difference vertical sections for (g) zonal wind averaged 5S-10 N, and (h) meridional
wind averaged 20E-55E, shading refers to specific humidity surplus (green) or deficit (brown).
Sections are averaged 20E-50E, vertical motion is x10; key vector and terrain profile are given

the African Sahel and India, and drier conditions across South America below the
equator. This reflects a convective polarity between the two continents as outlined
by Yeshanew and Jury (2007). Composite 700 hPa (∼3 km) winds exhibit low-level
westerlies across the Atlantic from Brazil to Ethiopia (Fig. 13.3c). This circula-
tion is emphasized by twin rotors in the 700 hPa streamfunction field (Fig. 13.3d)
over the Sahel (counter-clockwise) and southeastern Africa (clockwise). The clock-
wise southern rotor is zonally elongated and tilted NE, linking the east Atlantic
and India as described by Kucharski et al. (2009) Upper easterly differences are
found (Fig. 13.3e) over the tropical Atlantic, connecting two distinct centres of
action in the velocity potential composite (Fig. 13.3f). A zonal overturning (Walker)
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circulation modulates Nile River flow as seen in the vertical section (Fig. 13.3g),
with upper (lower) differences of 10 m/s (4 m/s) over the eastern equatorial
Atlantic. The southern meridional overturning (Hadley) circulation also participates
(Fig. 13.3h), with differences of 1 m/s over the equator during June–September
seasons with extreme Nile River flow.

The patterns show how African convection is related to large-scale environmen-
tal features; but what is the dominant coupling between ocean and atmosphere?
Depth-longitude sections of sea temperature in ocean reanalysis fields have been
analyzed for principal components by Yeshanew and Jury (2007). The 1st Pacific
mode is an ENSO dipole (Fig. 13.4a) reflecting the “see-saw” of tropical ocean

Fig. 13.4 (a) First principal component loading pattern for Pacific sea temperature (PC1) as
longitude-depth section, averaged 10S-10 N; (b) 1.5–16 year wavelet filtered Pacific PC1 time
score compared with the Atlantic zonal overturning circulation (thin line) as represented by
Fig. 13.3g; (c) wavelet co-spectral energy with shading at 10% power intervals and cone of validity.
Adapted from Yeshanew (2003)
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thermocline. Its filtered time score matches the Atlantic overturning (700–150 hPa)
atmospheric circulation (Fig. 13.4b) in amplitude and frequency. There is no sys-
tematic delay between the two records, but co-spectral energy evolves over time
(Fig. 13.4c) indicating a degree of random behavior. 3-year oscillations prevail as
they do for Nile River flow (cf. Fig. 13.2c) and Indian Ocean Rossby wave evolution
(Jury and Huang, 2004).

Seven key variables from the composite analysis are extracted for compar-
ison with the Nile River flow. Pair-wise cross-correlations are rather similar
(r = |0.42–0.58|), but multi-variate regression indicates that African velocity poten-
tial (coefficient = –0.38), Pacific SST (–0.31), and Southern streamfunction (+0.16)
have greatest influence at concurrent time (Table 13.2). The scatterplot (Fig. 13.5a)
reveals a 45% fit. Thus upper divergence related to the Africa–America dipole
is most important, followed by Pacific La Niña conditions. A third influence is
southern streamfunction, highlighting the need for equatorial westerly wind anoma-
lies from the Atlantic to India. At 1-year lead (Fig. 13.5b) the key variables are
upper zonal wind (–0.51), Pacific SST (+0.36) and Venezuela SST (+0.22). Early
development of the upper limb of the Atlantic Walker cell is seen to be the most
important predictor of Nile River flow. Significantly Pacific SST changes sign from

Table 13.2 Multi-variate statistical fit of environmental variables to Blue Nile flow at concurrent
and 1-year lead time. Variables are: AfricaVP=150 hPa velocity potential averaged over 15S-25N,
20E-65E; se.Afr.Strm=700 hPa streamfunction 10S-5 N,10E-60E; PacSST=SST 5S-5 N, 160W-
80W; VenezSST=SST 10 N-15 N, 75 W-50 W; 150U=150 hPa zonal wind 10S-5 N, 42 W-20E.
Compare with Fig. 13.5a, b

Concurrent model
Adj R Sq 0.41
Std. Error 0.74
Sample 48

ANOVA df SS MS F
Regression 3 19.37 6.46 11.91
Residual 43 23.84 0.54

Variable Coeff. Std. Error t Stat P-value
AfricaVP –0.38 0.14 –2.64 0.01
se.Afr.Strm 0.16 0.14 1.16 0.25
PacSST –0.31 0.11 –2.81 0.01

1-year lead model
Adj R Sq 0.26
Std. Error 0.83
Sample 47

ANOVA df SS MS F
Regression 3 13.37 4.46 6.42
Residual 43 29.83 0.69

Variable Coeff. Std. Error t Stat P-value
PacSST 0.36 0.15 2.46 0.02
VenezSST 0.22 0.13 1.72 0.09
150U –0.51 0.14 –3.54 0.00
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Fig. 13.5 Scatterplot of 3 parameter statistical model (x-axis) versus Blue Nile flow for (a) con-
current time, and (b) 1-year lead; as described in Table 13.2. (c) Time series of coupled GCM
simulations of Blue Nile annual catchment rainfall (thin solid) and observed (thick dashed), as
described in Table 13.3

Table 13.3 Cross-correlation
of time series of GPCC
catchment rainfall, Nile River
flow and cGCM simulated
catchment rainfall in the
period 1960–2000.
Significant values are bold.
See Fig. 13.5c

Rain Flow

Flow 0.77
COLA 0.01 0.01
CCM3 0.35 0.30
ECHAM 0.43 0.39
NCEP 0.34 0.17
NSIPP 0.53 0.40
GFDL 0.23 0.31
ENS 0.51 0.39

the concurrent model, reflecting a biennial component in tropical climate (Meehl
and Arblaster. 2002). Venezuela SST has a weak pair-wise correlation, but appears
in the multi-variate model as an indicator of reduced Atlantic trade-winds prior to
years of high river flow. The 1-year lead statistical model has a 31% fit.

Numerical model simulations of Nile catchment rainfall are evaluated in
Table 13.3 and Fig. 13.5c. Of the six models considered, only the COLA model
fails to capture the inter-annual signal (r = 0.01). In the next tier are the NCEP



276 M.R. Jury

(0.17–0.34) and GFDL (0.23–0.31) models. CCM3, ECHAM and NSIPP all exhibit
significant ability to simulate year-to-year fluctuations of catchment rainfall and
Nile River flow (0.30–0.53). The ensemble average of five models is consistent with
the best model, but is weaker than the statistical model at concurrent time (r2 =
26% vs. 45%). This may be attributed to coarse model resolution (∼2◦), distant
influence of the Pacific ENSO and indeterminate coupling with the Atlantic Walker
circulation.

13.3.3 Examples of Local Forcing

The local pattern of winds and rainfall for composite wet minus dry years is given in
Fig. 13.6. Low level winds are southwesterly, confluent and rise from Sudan onto the
Ethiopian highlands (Fig. 13.6a), generating orographic convection. Annual rainfall
differences >+3σ spread across the Baro River catchment (Fig. 13.6b), while sur-
pluses >+2σ cover the Abay and Atbara catchments. Although seasonal composites
are useful, it is necessary to consider shorter time scales important to hydrological
processes such as run-off. In 2006 and 2007 daily rainfall > 100 mm and seasonal
accumulations up to 2,000 mm were reported www.ethiomet.gov.et. Numerous
mud-slides caused ∼1,000 fatalities and displaced ∼476,000 people, exposing over
3 million to flood-related diseases www.reliefweb.int. The Blue Nile River rose to
levels similar to the floods of 1988 and 1998. Nile catchment daily rainfall displays
two peaks at the end of July 2006 and July 2007 (Fig. 13.7a). There is spectral
energy around 40 days related to Madden Julian Oscillations of the Indian monsoon

Fig. 13.6 Composite difference maps for 6 wet minus 6 dry years for (a) 700 hPa wind and
(b) rainfall standardized departures
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Fig. 13.7 Wavelet spectral analysis for 2006–2007 of (a) Ethiopian highlands daily rainfall, and
(b) Ethiopian 700 hPa meridional wind. Energy is shaded at 25% power intervals; cone of valid-
ity given; outline denotes statistical significance w.r.t. red noise at 90% confidence. Dashed lines
highlight key cycles at 10- and 40-days; circles in (a) identify flood events: 23–28 July 2006 and
26–31 July 2007

that “pulse” the tropical circulation (Hulme and Tosdevin, 1989; Camberlain, 1997;
Hoyos and Webster, 2007). On the other hand, low level meridional winds fluctuate
at intervals around 10 days over the 2 year period (Fig. 13.7b) and northerlies are
conspicuous in the wet season.

Regional scale circulation anomalies during the 2006–2007 floods are illus-
trated in Fig. 13.8. Low level wind anomalies exhibit a cyclonic vortex centered
on Ethiopia (Fig. 13.8a). The southerly monsoon over the West Indian Ocean is
stronger than usual. This anomalous flow extends toward the Arabian Peninsula,
and turns westward across the Red Sea then southward toward the Blue Nile catch-
ment. 700 hPa geopotential height anomalies are positive over the Arabian Peninsula
(Fig. 13.8b) and encircle the aforementioned cyclonic vortex. Thus an anomalous
Arabian ridge deflects part of the “Somali jet” back towards Africa. Diurnal ampli-
tude is analyzed by subtracting 08h00 from 14h00 LST fields during peak floods.
Air temperatures increase 12ºC over the northeastern Sahara desert (18–30ºN) and
also over the highlands of southern Africa (Fig. 13.8c). The wind response to diur-
nal heating is evident over southern Egypt and northern Sudan, with northwesterly
differences > 3 m/s (Fig. 13.8d). Hence there is anomalous orographic lifting during
afternoon hours along the Sudan-Ethiopia border, consistent with increased rain-
fall there (cf. Fig. 13.6b). The time series of rain rates based on 3-hr multi-satellite
estimates averaged over the Blue Nile catchment is given in Fig. 13.8e, f. Heaviest
rainfall is between 18h00 and 24h00 LST following the typical sequence of solar
radiation and evapotranspiration stimulating growth in boundary layer height and
convective available potential energy. Mesoscale thunderstorm clusters reaching –
70◦C propagate westward across the Ethiopian highlands according to Meteosat
imagery (Jury, 2009). Whilst the July 2006–2007 flood patterns are noteworthy,
it is unnecessary to conclude that all Nile floods derive from similar local-scale
forcing.
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Fig. 13.8 Composite anomalies of NCEP reanalysis fields on peak flood days in 2006–2007 for
(a) 700 hPa winds with > 3 m/s bold. Composite differences of diurnal amplitude (14h00 minus
08h00 LST) on flood days for (b) 700 hPa winds with > 3 m/s bold (from Jury 2009). Three-hourly
satellite rainfall rate averaged over the Nile catchment (box in b) for the 2006 (c) and 2007 (d)
flood events. Peaks tend to occur after sunset

13.4 Conclusions

This review has sought to characterize the climatic forcing of Nile River flow vari-
ability. The dominant feature is the Atlantic zonal overturning circulation, with
upper easterlies and lower westerlies inducing (suppressing) large scale convec-
tion over Africa (South America). This atmospheric cell is coupled with the Pacific
thermocline oscillation that comprises the ENSO, as described in Camberlin et al.
(2001) and shown here in Fig. 13.4. It is during La Niña that the Nile River rises
due to heavy rainfall over the Ethiopian highlands. At the event scale, floods are
produced by an enhanced southerly monsoon over the West Indian Ocean that is
deflected cyclonically toward Northeast Africa by an Arabian ridge. Diurnal forc-
ing is evident in surface heating and northwesterly winds over Sudan. During the
1970s and early 1980s, droughts caused the Nile River levels to drop. This appears
related to a multi-year cool phase in the North Atlantic and a southward retreat of
the near-equatorial trough. Indeed, there are widespread sympathetic responses of
rainfall that extend from Ethiopia to India and across the Africa Sahel (and Atlantic
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Ocean) toward Central America (cf. Fig. 13.3b), suggesting that climatic variability
in the Nile catchment is not unique but part of a global oscillation of the Hadley cell.

Further research progress will depend on open access to daily and monthly Nile
River flow data, increased mesoscale observations involving weather radar and
routine aircraft profiles, the calibration and operational use of mesoscale weather
prediction models, and the establishment of regional science networks. Already
researchers have open access to mesoscale satellite data, and rewards are there –
particularly for studies on intra-seasonal forcing. Although some predictability has
been uncovered here, more than half of the variance in Nile River flow is apparently
random and unlikely to be resolved by more technology. Thus coping mecha-
nisms and strategies for resource switching in wet and dry phases is needed, to
put countries such as Ethiopia on a stronger economic footing.
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Chapter 14
Hydrological Water Availability, Trends
and Allocation in the Blue Nile Basin

Seleshi B. Awulachew, Fasikaw Dessie Wubet, Matthew McCartney,
and Yilma Sileshi Shiferaw

Abstract Within the Blue Nile River basin rainfall varies significantly with altitude
and is considerably greater in the Ethiopian highlands than on the plains of Sudan.
The river is the principal tributary of the main Nile River providing 62% of the flow
reaching Aswan in Egypt. Flow and sediment variation are large, with unimodal
peaks. Significant water development therefore requires considerable investment
in water control and management to offset variability. This chapter provides an
overview of the basin characteristics, hydrology and hydrological variability of the
Blue Nile, as well as a brief evaluation of the current and future status of water
resource development and implications for water availability.

Keywords Abbay · Blue Nile · Hydrological variability · Sediment · Water
allocation · Water use potential

14.1 Introduction

The Blue Nile1 Sub-basin covers an area of 311,548 km2 (Hydrosult et al., 2006).
The river is the principal tributary of the main Nile River, providing 62% of the
flow reaching Aswan (World Bank, 2006). The river and its tributaries drain a large
proportion of the central, western and south-western highlands of Ethiopia before
dropping to the plains of Sudan. The confluence of the Blue Nile and the White
Nile is at Khartoum. The Dinder and Rahad rise to the west of Lake Tana and flow
westwards across the border joining the Blue Nile below Sennar in Sudan. The basin
is characterized by highly rugged topography and considerable variation of altitude

S.B. Awulachew (B)
International Water Management Institute (IWMI), Addis Ababa, Ethiopia
e-mail: s.bekele@cgiar.org
1The Blue Nile is a sub-basin of the main Nile. The sub basin is called Abbay in Ethiopia and Blue
Nile in the Sudan. Generally, Blue Nile basin is widely understood to represent the Abbay-Blue
Nile upstream of its confluence with the White Nile.

283A.M. Melesse (ed.), Nile River Basin, DOI 10.1007/978-94-007-0689-7_14,
C© Springer Science+Business Media B.V. 2011
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Fig. 14.1 Map of the Blue Nile showing elevation, main tributaries and key geographic features
(Awulachew et al., 2008)

ranging from about 350 meters above sea level (masl) at Khartoum to over 4,250
masl in the Ethiopian highlands (Fig. 14.1).

Until the 1990s, Egypt and Sudan were the only countries in the Nile Basin that,
significantly exploited Nile water and regularly addressed issues of apportionment.
In 1959, the two countries signed a binding agreement fixing the allocation of the
total Nile flow. This treaty, entitled “The Full Utilization of the Nile”, apportioned
the entire “utilizable flow” of the Nile, estimated to be 74 km3, between the two
countries. The treaty was based on the premise that 10 km3 of the entire Nile flow at
Aswan (i.e. 84 km3) would be lost in evaporation and seepage from the soon to be
constructed Lake Nasser and so was not utilizable. The basic allocation of the water
was 55.5 km3 for Egypt and 18.5 km3 for Sudan (Waterbury, 2002). No allowance
was made for upstream riparian states. However, it was recognized that 1 day these
countries might make claims on the Nile water and the agreement stipulated that, in
this event, Egypt and Sudan would negotiate jointly with any other claimants. Not
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surprisingly, none of the upstream riparian states formally recognize the “rights” of
Egypt and Sudan in this agreement.

In 1999, following a long process of development and with assistance from the
World Bank and the United Nations Development Program (UNDP), the Nile Basin
Initiative (NBI) was instigated. The intention of the initiative is to develop a coop-
erative framework that will ultimately lead to the establishment of a Nile River
Basin Commission incorporating all ten riparian states. The principles proposed
in the draft of December 1999, but not yet adopted by the member states, give
prominence to “equitable” utilization of the water among all ten states. However,
the importance of prevention of “significant harm” to existing water utilization is
also stressed. The intention is to, as far as possible, develop win-win projects (e.g.
infrastructure development, trade, tourism, industrial promotion, environmental pro-
tection and watershed management) that benefit all states. However, as yet, it is not
clear what criteria will be used to assess rival or contradictory principles and claims.
Currently, Ethiopia and upstream countries are insisting on a new set of allocation
and use principles that could replace the 1959 status quo. By August 2010, five
of the seven upstream countries had signed a new agreement, but both Egypt and
Sudan have refused to sign.

Despite the current failure to establish a commonly agreed treaty between all
the countries, the NBI has led to more general cooperation. After intensive dia-
logue and consultation, the Nile Basin countries have agreed on a Shared Vision
that seeks “to achieve sustainable socio-economic development through the equi-
table utilization of, and benefit from, the common Nile Basin water resources”.
This vision recognizes that only cooperation can unlock the development poten-
tial of the river, provide win-win benefits to all, increase access to food, energy,
water supply, and enhance trade and international relations. However, in order to
unlock the development potential, understand opportunities and establish an agreed
framework of investments, it is essential to have a good understanding of the river
hydrology and the likely implications of water resource development. Against this
background, this paper reports on the hydrological variability and water avail-
ability in the Blue Nile sub-basin. It also describes an investigation of possible
development scenarios in the Ethiopian Highlands, evaluating the impacts on water
availability.

14.2 Variability in Blue Nile Basin

14.2.1 Rainfall Variability

Within the basin, rainfall varies significantly with altitude and rainfall amount
is considerably greater in the Ethiopian highlands than on the Plains of Sudan
(Fig. 14.2). Within Sudan, the average annual rainfall over much of the basin is less
than 500 mm. In Ethiopia, the average annual rainfall is about 1,600 mm. It increases
from about 1,000 mm near the Sudan border to between 1,400 and 1,800 mm over
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Fig. 14.2 Mean annual rainfall across the Blue Nile basin

parts of the upper basin and in a few places, in the south-west of the catchment, it
exceeds 2,000 mm.

The temporal distribution of rainfall is governed to a large extent by the move-
ment of air masses associated with the Inter-Tropical Convergence Zone (ITCZ).
The main rains (known in Ethiopia as the Kiremt) occur in the summer, between
June and September, when the ITCZ moves north and the south-west air-stream
extends over the entire Ethiopian highlands. This is also the main rainy season in
Sudan, though being further north and at lower altitude, the period of rainfall is fore-
shortened and totals are considerably less than in Ethiopia. Shorter rains (known in
Ethiopia as the Belg) fall between March and May. Inter-annual variability in rain-
fall is considerable and several consecutive years with below average rainfall is not
uncommon.

The dynamics of the ITCZ over most of Ethiopia are known to be teleconnected
to El Niño occurrence (Seleshi and Zanke, 2009, “Recent changes in rainfall and
rainy days in the Upper Blue Nile basin”, Unpublished report). Studies have shown
that in general El-Niño years are accompanied by below average Kiremt rainfall
in large parts of Ethiopia (Haile, 1988; Beltrando and Camberline, 1993; Seleshi
and Demaree, 1995; Nicholson and Kim, 1997). Years of abnormally low frequency
of tropical cyclones over southwest Indian Ocean are associated with heavy Belg
rainfall in Ethiopia (Shanko and Camberline, 1999).
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As the economy of Ethiopia depends largely on rain-fed agriculture, it is highly
sensitive to variability of rainfall across time and space. Recent major drought years
(i.e. 1972/1973, 1983/1984 and 2002/2003) resulted in low agricultural production
and significantly reduced Nile flow. These droughts affected millions of rural poor
farmers and pastoralists as well as domestic and wild animals. Furthermore, there
was serious degradation of the environment.

14.2.2 Runoff Variability

Throughout the Blue Nile basin, flow data are generally limited because of the
remoteness of many of the catchments and the lack of economic resources and
infrastructure to build and maintain monitoring stations. In Ethiopia, although there
are over 100 flow gauging stations in the basin, most of these are located on
relatively small tributaries and/or near the headwaters of the main rivers. Very
few gauging stations are located on the main stem of the river or on the major
tributaries close to their confluence with the Blue Nile. Table 14.1 presents sum-
mary statistics and naturalized flow estimates for each of the major tributaries.
As with rainfall there is considerable inter-annual and seasonal variability in flow
(Fig. 14.3a, b). Typically, 80–85% of discharge occurs in the 4 months July–October
(Fig. 14.4).

The average annual flow of the Blue Nile at the Sudan border (El Diem) is
reported to range from about 20 to 70 km3, with an average around 50 km3.
Despite inflows from the Dinder and Rahad, the mean annual flow of the Blue
Nile at Khartoum (48.2 km3) is slightly less than at the border. The reduction in
flows between the border and Khartoum, despite the increased catchment area, is
a consequence of both water abstractions (primarily for irrigation) and high trans-
mission losses. It is estimated that annual transmission losses (i.e. both evaporation
and percolation) between Rosieres and Khartoum are about 2 km3, with an addi-
tional 0.5 km3 of evaporation from the Sennar and Roseires reservoirs (Sutcliffe
and Parks, 1999). Figure 14.5 shows, the runoff variation at Khartoum and El Diem
and the Khartoum flow minus the El-Diem flow. This figure illustrates both the high
inter-annual variability and the increasing impact of water resource development,
particularly from 1960. The annual discharge for the Blue Nile oscillated around
the mean between 1920 and 1960. From 1960 to 1984 there was a general decrease
in discharge. Thereafter annual discharge has gradually increased (Ahmed, 2006;
Hydrosult et al, 2006).

In addition to large inter-annual variability there are also considerable seasonal
variations in river flow. The mean monthly low flow of the Blue Nile at Khartoum
is 302 million m3/month in February and the peak flow is 13,151 million m3/month
in August (Fig. 14.6). Consequently, meaningful use and development of water
resources in the basin requires water management/storage facilities that provide a
mechanism for managing both the seasonal and the inter-annual variability in the
availability of water.
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Table 14.1 Summary statistics for the major sub-basins of the Blue Nile

No Sub-basin
Catchment
area (km2)

Mean
annual
rainfall
(mm)

Mean annual
potential
evapotranspi-
ration
(mm)

Mean
annual
runoff
(mm)

Mean
annual
flow
(Mm3)

Coefficient
of runoff

Ethiopia
1 Guder 7,011 910 1,307 312 2,187 0.34
2 Dabus 21,030 2,276 1,112 297 6,246 0.13
3 Finchaa 4,089 1,766 1,290 438 1,719 0.25
4 South

Gojam
16,762 1,633 1,183 299 5,012 0.18

5 Anger 7,901 1,813 1,318 298 2,355 0.16
6 Beles 14,200 1,655 1,274 306 4,345 0.18
7 Didessa 19,630 1,816 1,308 289 5,673 0.16
8 Muger 8,188 1,347 1,210 298 2,440 0.22
9 North

Gojam
14,389 1,336 1,242 305 4,389 0.23

10 Jemma 15,782 1,105 1,059 304 4,798 0.28
11 Lake Tana 15,054 1,313 1,136 253 3,809 0.19
12 Welaka 6,415 1,072 1,263 323 2,072 0.30
13 Beshilo 13,242 982 1,140 296 3,920 0.30
14 Wombera 12,957 1,660 N/A 299 3,874 0.18
15 Dinder 14,891∗ N/A N/A 188 2,797+ N/A
16 Rihad 8,269∗ N/A N/A 133 1,102+ N/A

Sudan
1 Upper Blue

Nile
33,804 674 1,480 135 4,563 0.20

2 Dinder-
Rahad

38,851∗ 620 1,570 124 4,817 0.20

3 Lower Blue
Nile

5,530 430 1,960 68.8 380 0.16

Source: for Ethiopia data are taken from MOWR (1998) and Tesfahun (2007). For Sudan: data
are taken from Hydrosult et al. (2006). Note here that there are significant variations in estimates
of the area of the Blue Nile basin. The overall estimated area is 311,548 km2, while the defined
tributaries account for just 277,995 km2. The difference is attributable to smaller rivers and areas
draining directly into the river.

14.2.3 Sediment Variability

The other critical parameter in the Blue Nile water resources is the extent of erosion
and hence sediment in the river. According to Hydrosult et al. (2006), the erosion
in the Blue Nile is extreme and the sediment delivery ratio is at 45%. As a result
Roseires and Sennar reservoirs have suffered extensively from sedimentation, and
the reservoir volumes have declined significantly (Awulachew et al., 2008). The
Rosaries reservoir is currently being heightened by 10 m to compensate for storage
lost through sedimentation.
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a

Fig. 14.3 Flow and departure from the mean as measured on the Blue Nile River at two locations:
a Kessie in Ethiopia and b El diem in Sudan

Temporal variations in sediment are investigated by looking at measurements
made at various sediment measuring stations. Sediment concentrations in the
Ethiopian highlands peak at 20,000 ppm (part per million) or mg/l at Addis Zemen
in the Ribb River watershed in the month of July. At the boarder with Sudan, peak
concentrations of 12,300 ppm were measured in 2003 and 2004. Figure 14.7, shows
a typical sediment cumulative graph for the Ribb watershed based on average con-
centration and runoff. This distribution is typical of the Blue Nile as a whole.
Typically sediment concentration in the Blue Nile peaks before that of both rain-
fall and runoff. The greatest concentration and yield of sediment occur during the
early period and onset of the major (kiremt) rainy season.
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b

Fig. 14.3 (continued)

14.3 Water Demand, and Trends in the Blue Nile Basin

Ethiopia currently utilizes very little of the Blue Nile water, and to date only three
relatively minor hydraulic structures have been constructed in the Ethiopian Blue
Nile catchment. The Chara Chara weir and the Finchaa dam were built primarily to
provide hydropower. The Koga dam was constructed to supply water for a small-
holder irrigation scheme. Formal irrigation is in the Abbay is currently estimated to
be less than 20,000 ha. However, this does not include the small-scale traditional
schemes so is certainly an underestimate of the overall total.

In contrast to Ethiopia, Sudan utilizes significant volumes of Blue Nile water both
for irrigation and for hydropower production. Both the Sennar and Roseries dams
have been constructed on the main river. These provide hydropower (primarily for
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Fig. 14.4 Mean monthly flow (Mm3) at gauging stations located on the main stem of the Blue
Nile

Fig. 14.5 Runoff variability and change of runoff availability with water resources development
in the Sudan (a) runoff at Ed Diem and Khartoum (b) annual runoff difference at Khartoum minus
Ed Diem

Khartoum) as well as water for the huge Gezira irrigation scheme (882,000 ha) and
other irrigation schemes. The estimate for the total currently irrigated area in the
Blue Nile catchment of the Sudan is 1,305,000 ha. Approximately 90% of the water
abstracted from the Blue Nile in Sudan is used for irrigation, with domestic, industry
and other uses accounting for the remaining 10% (World Bank, 2000).
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Fig. 14.6 a Variations of runoff of Blue Nile (notice periods of large volume of flow) b flow
duration curve

Fig. 14.7 Over years
averaged cumulative
sediment load of typical
watershed in the Blue Nile
basin (Ribb Watershed,
measured at Addis Zemen)

In Ethiopia, possible irrigation projects have been investigated over a number of
years (e.g. Lahmeyer, 1962; USBR, 1964; JICA, 1977; EVDSA, 1980; HALCROW,
1982; WAPCOS, 1990; BCEOM, 1998). In the Abbay basin, the Master Plan iden-
tified a potential of about 2.5 millions ha of large and medium-scale irrigation
schemes, of which 526,000 ha were deemed to be economically feasible (Fig. 14.8).
That potential comprises 93 different irrigation schemes identified in more than 10
sub-basins. The mode of water supply for these projects varies from pumping from
lakes (e.g. Lake Tana), run of river diversions and storage dams.

The Lake Tana and Beles sub-basins contain half of the total potential. Unlocking
the Beles potential requires an intra-basin water transfer from the Tana sub-basin
through a tunnel that can also be used for hydropower production. The hydropower
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Fig. 14.8 a distribution of the 526,000 ha irrigation potential and b location of irrigation potential
in the Abbay basin

development (460 MW) has recently been completed and water is currently being
diverted from Lake Tana to the Beles sub-basin. .

The hydropower potential in the Blue Nile exceeds 12,000 MW, with major
power stations on the main stem of the Blue Nile (i.e. Karadobi, Beke Abo,
Mandaya and Border) having potential installed capacities of between 3,643 MW
and 7,629 MW. These sites have been identified as priority sites, and feasibility
studies are currently being undertaken.

An analysis of the water resources required to support the Ethiopian irrigation
development, proposed in the Abbay River Master Plan (BCEOM, 1998), indicates
that approximately 5,750 Mm3 would be needed to irrigate between 370,000 and
440,000 ha. This represents approximately 11–12% of the mean annual flow in to
Sudan.

In the Sudan, there is no planned hydropower development in the Blue Nile.
However, additional new projects and extension of existing irrigation schemes are
anticipated to add an additional 889,340 ha of irrigation. Based on current irrigation
efficiencies in the Gezira and other schemes, the additional development in Sudan
will require an average of 9,300 Mm3 more water than is abstracted at present.

14.4 Demand and Variability Management

As indicated above, the rainfall-runoff-sediment variability in the Blue Nile is
considerable. Consequently, any meaningful development requires mechanisms for
managing the hydrological variability.

For this chapter, 17 priority irrigation development sites with total irrigation area
of 240,416 ha were identified. The irrigation water requirements were determined
from BCEOM (1999) which specifies the crop water requirements for selected
crops. Available water at the sites was estimated based on specific discharge, the
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area-ratio method or using a rainfall runoff model, whichever provided the best esti-
mates for a particular site, based on past studies. See Tesfahun (2007), Awulachew
(2000), BCEOM (1999) and Rumenik (1996) for details of the methods.

ArcGIS with the integrated MIKE Basin modeling environment was used to
simulate water demand and supply under two major scenarios. These were (1)
without reservoirs, where only the natural stream flow is considered (2) with
reservoirs, where characteristics of the reservoirs were obtained from master plan
studies. Objective functions were established to prioritize drinking water supply,
environmental flows, irrigation and hydropower development. The reservoir opera-
tion zones considered were flood control, normal operation, reduced operation and
conservation operation.

In the simulation without reservoirs, it was found that, with the exception of
the Dabus sub-basin, irrigation demand cannot be satisfied. . In the simulation with
reservoirs it was found that most irrigation demands can be satisfied. To satisfy
the demand for 240,416 ha of irrigation the amount of water extracted from the
reservoirs is 1,624 Mm3/year. This would result in an average annual flow reduction
in the Abbay at the Sudan border of about 3.04%. This is also assumes that one
cropping season could be fully satisfied by rainfall alone (i.e. there would be no need
for supplemental irrigation during the rainy season). This compares with another
recent study which estimated that the water required for the 220,416 ha of highest
priority irrigation would be between 2,200 and 3,830 Mm3 (Endale, 2006).

Without reservoirs the deficit in the various sub-basins is shown in Fig. 14.9.
With the reservoirs as currently planned, there remains a small deficit of 173 Mm3.

Fig. 14.9 Water demand deficit in million cubic meter for runoff without storage by sub-basin
and month for planned irrigation in Ethiopia part of Blue Nile, considering 240,416 ha priority
developments
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This deficit occurs at the sites of Negesso and some of Lake Tana Sub-basin sites;
six sites in total.

It can be concluded that due to high rainfall and runoff variability substantive
development of irrigation as planned is only possible with reservoirs. Furthermore,
some of the currently planned reservoirs are not adequate to fully satisfy the
irrigation water demand.

14.5 Conclusions

Temporal and spatial variability in rainfall, runoff and sediment in the Blue Nile
is considerable. Rainfall, runoff and sediment vary seasonally with peaks occur-
ring in the period mid-June to mid September. The highest sediment concentrations
occur in July, before the peaks of rainfall and runoff which usually occur in August.
Despite significant water resources availability on an annual basis, water resources
development in the Ethiopian highlands has been very limited. However, pressure
on water resources is likely to increase in the near future due to high population
growth and increasing development-related water needs.

Because of the high variability, any meaningful development of the Blue Nile
water resources requires provision of storage infrastructure. Current irrigation devel-
opment in Ethiopia is insignificant. Future development of the full potential in the
Blue Nile would result in total water abstraction of 5,000–6,000 Mm3 (i.e. 10–12%
of the mean annual flow at the Sudan border). However, the highest priority irriga-
tion, which is most likely to be completed in the near to medium future, will only
result in withdrawals of between 1,624 and 3,830 Mm3 The use of the water for fur-
ther irrigation development in the Sudan may lead to an additional water withdrawal
of 9,000–10,000 Mm3.

This sort of analysis, which provides quantitative insights into the needs and
expectations of countries in the Nile Basin, can be used to avoid conflicts and to
assist in the development of agreements on the extent of water resources devel-
opment in each country. Cooperation between the countries is pre-requisite for
equitable use of the water in a manner that contributes to the rapid socio-economic
transformation so desired in the region.
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Chapter 15
Livestock-Water Productivity in the Nile Basin:
Solutions for Emerging Challenges

Tilahun Amede, Katrien Descheemaeker, Everisto Mapedza, Don Peden,
Paulo van Breugel, Seleshi B. Awulachew, and Amare Haileslassie

Abstract The competition for water between different uses and users is increasing,
particularly in the Nile basin where about 90% of the production systems comprise
livestock. There is an ongoing debate on how to increase water productivity in these
crop-livestock systems. This paper presents a comprehensive framework to pro-
vide policy guidance and promote action to improve returns from water investments
through: (i) provision of sufficient watering points for livestock across the basin; (ii)
improving water productivity through promoting water-saving technologies, ensur-
ing system integration and control of transboundary flux of livestock diseases; and
(iii) formulating participatory basin scale regulatory frameworks on water use and
sharing. It also argues that improving water productivity through integrated techno-
logical, policy and institutional interventions offers an opportunity for smallholders
in both upstream and downstream countries to adapt to climate and market risks.

Keywords Nile · Livestock · Water depletion · Interventions

15.1 Introduction

The Nile River Basin comprises ten riparian countries, occupies an area of about
3.3 million km2 and receives an average annual rainfall of about 2,000 billion m3.
It stretches over different geographical, climatological and topographical regions.
Out of the 300 million people living in the Nile basin, about 160 million depend
on the Nile River for their livelihoods (Appelgren et al., 2000). On average, 85%
of the water is utilised for agricultural purposes and over 70% of the Nile popu-
lation depends directly or indirectly on farming for their incomes and livelihoods
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(Appelgren et al., 2000). One major characteristic of the basin is that livestock
grazing is the dominant land use occupying about 60% of the total land areas while
mixed crop-livestock systems cover about one third of the basin (Peden et al., 2009).

The competition for water between different uses and users in the Nile basin is
increasing. Moreover, water utilization in the Nile basin has been unilateral, and
there are no comprehensive inter-riparian legal or institutional modalities that can
facilitate cooperative development and joint planning activities between upstream
and downstream riparian areas. Possible and mutually beneficial options to the
unilateral and conflicting water utilization approaches are not yet being seriously
addressed (Arsano, 2007). The demand for water in domestic and industrial sectors
is expected to substantially increase in the next decades (Postel, 2000). However,
agriculture will remain the largest water user, accounting for ca. 75% of current
human water use (Wallace, 2000). Major trade-offs are forecasted between agricul-
ture and ecosystem services (e.g. Lemly et al., 2000), including trade-offs between
alleviating poverty and increasing food security on the one hand and safeguarding
ecosystems on the other hand (de Fraiture et al., 2007). With growing concerns about
climate change, crop production for energy generation (the so-called bio-fuels) is
also becoming more important in using more water. Moreover, lack of adequate
upstream-downstream water utilization and management in the riparian countries
have been challenged by cross-boundary challenges of excessive soil erosion and
land degradation in upstream Ethiopia, flood and silt accumulation in the midstream
Sudan and excessive water loss through evaporation in downstream Egypt (Arsano,
2007).

The ongoing challenges and the solutions to water scarcity are complicated
by several challenges. There is a huge loss of water in various agricultural and
non-agricultural systems in the Nile basin, which are associated with uncontrolled
evaporation particularly in the extensive land use systems, water depletion through
excessive run-off in the upstream countries, and water pollution due to excessive
use of agro-chemicals in the downstream countries (Descheemaeker et al., 2009).
Water management interventions at farm, landscape and higher scales are often
poorly adopted and implemented, which leads to high social and environmental
costs (Molden et al., 2007). Policies in the region are not giving priority to improved
use and management of water, but serve the interest of getting the highest share
of water for irrigation and hydropower stations. The absence of adequate and fair
treaties and international arrangements dealing with shared water resources is likely
to result in increasing water conflicts (Postel, 2000; Postel and Wolf, 2001), which
will further undermine the future sustainable use of the water resources. In most
cases, planning Nile water resources is commonly done nationally with no or little
regard to the overall water resource balance along the watershed. However, conse-
quences of environmental degradation and resource scarcity are not restricted to the
national borders rather will inevitably affect riparian countries.

Climate change puts an extra pressure on sustainable water resources manage-
ment (Molden et al., 2007), through probable increases in temperature, rainfall
variability and occurrence of extreme events (IPCC, 2001). The still remaining
uncertainty on the actual characteristics and the extent of climate change and on
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its effects on water supply and agricultural production makes it difficult to develop
the right adaptive measures (Bruinsma, 2003; Kurukulasuriya et al., 2006), particu-
larly in the resource poor Nile basin countries. The globally increasing importance
of the livestock sector is believed to be another important factor that may aggra-
vate water scarcity and competition as livestock production systems are blamed for
depleting, degrading and polluting enormous quantities of water (Steinfeld et al.,
2006).

Also changing nutritional needs, driven by growing incomes and demographic
transitions, result in rising needs for livestock products on a global scale (Speedy,
2003; Steinfeld et al., 2006). Over the last decades, demands for animal products
increased two to three times faster in developing countries as compared to developed
countries (Delgado, 2003). According to Peden et al. (2009), the annual growth in
consumption and production of animal products was 2–4% in developing countries,
while only 0.5% in developed countries. Delgado (2003) predicted a rise in meat
production from 233 million Mt in 2,000–300 million Mt in 2,020 and in milk pro-
duction from 568 to 700 million Mt over the same time span. Within the group of
animal-derived products, the highest growth rates are achieved in poultry, pigs, eggs
and milk production (Speedy, 2003).

Taking into account projected population and income growth, food demands
are estimated to grow by 70–90% by 2050 (Molden et al., 2007), particularly
due to increased demand for livestock products. Population growth, urbanization,
economic growth, and flourishing markets all lead to increasing demands for ani-
mal products (Delgado, 2003; Costales et al., 2006; Steinfeld et al., 2006). The
additional food required to feed the growing population would require an extra
5,000–6,000 km3/year of water, as compared to the 7,000 km3/year of water that
is used globally today to produce food and fodder (Falkenmark, 2007). As a result,
water demands by the agricultural sector will also increase, which calls for inte-
grated approaches to improve livestock and water productivity. Moreover, with
increasing demands for animal products, along with increasing global water scarcity
and competition for water, there is a pressing need to increase livestock production,
without depleting more water, and while safeguarding the environment. Improving
water productivity in livestock production systems can benefit both the environment
and people’s livelihoods (Bossio, 2007; Cook et al., 2009).

15.1.1 The Need for Improved Water Productivity

The major concern in the basin is that water resources management was not top
on the policy agenda up to very recently, particularly in the upstream countries.
For instance, the Ethiopian national water policy document acknowledges that the
water resources management in the country failed to bridge the spatial and temporal
variability of the total annually available water. It also admits that poor perfor-
mance in the nation’s water development sector is the cause for its slow agricultural
development and low crop productivity (Arsano, 2007).
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Water productivity defined as the ratio of agricultural outputs to the amount of
water consumed is a well-known concept that has been successfully used in crop
sciences. Plant breeders and agronomists were applying principles of genetics and
plant physiology to develop germ plasm adaptable to drought-prone regions and
responsive to irrigation inputs. They have also identified phenotypic traits that could
be used to identify appropriate inbred lines and gene pools to extract the desired
genes and transfer them to the crop ideotypes and preferred varieties. These traits
could be phenotypic, those including stay-green, early maturity, harvest index and
root depth to mention few, or physiological, those including stomatal regulation,
osmotic adjustment and developmental plasticity (Amede, 1998). Recent discussion
on water productivity (WP) in agriculture highlights livestock as a key area for WP
improvement (cf. Molden et al., 2007). Peden et al. (2007, 2009) define livestock
water productivity (LWP) as the ratio of net beneficial livestock-related products
and services to the water depleted in producing them. The concept acknowledges
the importance of competing uses of water but focuses on livestock-water inter-
action. Livestock water productivity is a systems concept that would require an
understanding and application of integrated approaches (Amede et al., 2009a).

This chapter focuses on water productivity in mixed crop-livestock systems of
the Nile basin countries, with a major emphasis on Ethiopia, Sudan and Uganda.
Crop-livestock systems are defined as those in which crop and livestock produc-
tion activities are managed by the same economic entity, such as a household, with
animal inputs (for example, manure or draft power) being used in crop production
and crop inputs (for example, residues or forage) being used in livestock production
(Williams et al., 2000). In this paper, we treat LWP as an innovation, and consider
in what ways it may be introduced and/or developed amongst the crop-livestock
agricultural systems by drawing on successful examples of change from this area.
In the first part of this paper, we introduce relevant tenets of livestock-water liter-
ature; in the second part we display the major hydrological, governance and local
characteristics of the three countries and its implication on water productivity. In
the third section we present selected technologies that would improve water pro-
ductivity at farm and higher scales and in the final section, we draw implications
of these various components on the economic and environmental benefits of the
basin.

15.2 The Role of Livestock in the Nile Basin

15.2.1 The Livestock-Based Systems

Livestock production contributes about 40% of the gross value of agricultural pro-
duction worldwide, while this is about 30% in developing countries, 37% in East
Africa and 25% in Southern Africa (Parthasarathy et al., 2005). The often used
classification system developed by Seré and Steinfeld (1996) and slightly modi-
fied by Thornton et al. (2002) differentiates the farming systems with livestock into
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4 broad groups, including (1) rainfed mixed systems, (2) irrigated mixed systems,
(3) landless or industrial systems and (4) pastoral, rangeland-based grazing systems.
These groups are further subdivided according to agro-ecological characteristics.
Mixed crop-livestock systems are widespread in semi-arid and sub-humid regions
in the tropics (Steinfeld et al., 2006) and with increasing population density and land
scarcity, crop and livestock activities tend to integrate more intensively (Thornton
and Herrero, 2001, Parthasarathy et al., 2005). These classifications also hold true
for the majority of the Nile basin countries.

The most important livestock production systems in the Nile basin comprise the
pastoral rangeland systems (56% of the Nile basin) and the mixed rainfed crop-
livestock systems in arid, humid and temperate highland climates (20, 5 and 8%
of the Nile basin area respectively) (Herrero et al., 2008; van Breugel et al., 2009
Recommendation domains and key aspects of livestock-water productivity in the
Nile basin. ILRI working paper, unpublished). Livestock densities in the Basin vary
widely between production systems. The highest cattle and small ruminant densities
of more than 50 TLU km–2 are found in the mixed irrigated systems, followed by
the mixed rainfed systems with densities ranging between 30 and 44 TLU km–2.
The rangeland systems have densities between 9 and 19 TLU km–2, and the lowest
densities are found in the hyperarid grazing systems with 2 TLU km–2 (Wint and
Robinson, 2007; Herrero et al., 2008). In Sudan, very high livestock densities are
recorded around the irrigation schemes of the White Nile and Aj Jazira and west
of the Sudd. In Ethiopia, the mixed crop-livestock systems in the highlands south
of Lake Tana, are characterized by high livestock densities. Around Lake Victoria,
livestock densities are very high in the mixed farming systems in Kenya, in the
pastoral and mixed farming systems in Tanzania and in the mixed farming systems
in Burundi, Rwanda and Uganda (Fig. 15.1).

On the other hand, livestock densities are low in the vast area of hyperarid range-
lands north of the agricultural belt in Sudan, due to the harsh conditions and the low
availability of feed and water. In the rest of the basin, pockets with low livestock
density in spite of sufficient feed availability are characterized by inadequate live-
stock drinking water (Junqoley district and the Westen Bahr Al Gazal and Western
Equatoria districts in Sudan, the areas north-west of Lake Tana in Ethiopia and the
mixed farming systems in Uganda) or the occurrence of diseases like trypanoso-
mosis (the area north-west of Lake Victoria, near the borders of Uganda and DR
Congo in Sudan and the western slopes of the Ethiopian highlands) (van Breugel
et al., 2009, unpublished).

15.2.2 Livestock Products and Services

Livestock have a great economic and social importance for the majority of the
Nile basin population. It provides many different products and services to people
(Thornton and Herrero, 2001; ILRI, 2002; Peden et al., 2007). Livestock have an
important economic role as they are major sources of income and wealth in the
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Fig. 15.1 Cattle and small ruminant combined livestock density in the Nile basin. Source: Gridded
livestock of the world (Wint and Robinson, 2007)

basin. Within agriculture, the livestock sub-sector contributes up to 30% of the
GDP involving a majority of the rural population. About 15% of farmers’ income in
mixed systems and 80% in agropastoral systems come from livestock and livestock
products. Similarly, in other SSA countries, e.g. Botswana Livestock contributes
88% of the total agricultural output while in Chad livestock makes up over one third
of exports. Hides and skins make up over 10% of the export earnings in Burkina
Faso, Eritrea and Ethiopia.
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The consumption of animal products can alleviate nutrition problems, which are
still widespread in the basin and secure a better child physical and mental devel-
opment (Delgado, 2003; Speedy, 2003). Besides the obvious products like meat,
milk, and eggs, satisfying the human nutritional requirements, livestock also provide
energy in the form of draught power for land preparation and threshing, transport
facilities and manure for fuel. Manure fulfils also another important role through
nutrient cycling between and within farms, which enabled the continual us of farm
land in the small holder farms. Animals also assume various socio-cultural roles
(ILRI, 2002). For instance in the Ethiopian highlands, Oxen exhibit locally highly
valuable outputs among the herd thanks to their draught power supply. Farmers who
own oxen can plough on time to capture soil moisture and runoff and plant early,
which enables crops to escape late season drought. Other farm practices like weed-
ing and thinning is also done by oxen / horses, releasing a huge amount of labour
for other activities. On the other hand, dairy cows in Kenya are the most important
income generating enterprises.

Livestock productivity is generally low in the basin. The causing factors differ
across locations and systems, but generally include climate variability, high mortal-
ity rates, inadequate feed availability and quality and poor market access. The more
intensive and market-oriented systems in the floodplains and irrigated areas in Egypt
and some pockets in Sudan and Kenya are the only exceptions. However, if besides
milk and meat production, the other livestock benefits, like draught power, manure,
insurance, etc. would be taken into account; livestock productivity would be signif-
icantly higher or comparable to crop productivity in monetary terms (Haileslassie
et al., 2009).

15.2.3 Livestock-Water Nexus

Animals derive their water from three sources (McGregor, 2004 cited in Peden et al.,
2007): water directly consumed by drinking, water consumption through the feed
and water formed during the metabolism of feed and body tissues. The metabolic
water is produced as a consequence of stress through loss of body weight. For
instance, a goat losing one kg of body weight per week will generate about 139 ml
of metabolic water per day (Teixeira et al., 2006). The amount of drinking water
used per animal varies with species, dry matter intake, composition of feed, water
content of the feed, live weight of the animal, level of milk and meat production,
physiological status of the animal and the climate in which the livestock is man-
aged (Gigar-Reverdin and Gihad, 1991). Goats and sheep are regarded as having
a more efficient water metabolism than large ruminants (Wilson, 2007). Moreover,
livestock systems depending on grain-based feed, as it is the case in the developed
world, are more water intensive than systems which rely on crop-residues and pas-
ture lands as it is the case in SSA and SA. Livestock systems dominated by small
ruminants are also found to be more water efficient than those with large ruminants
and equines (Gigar-Reverdin and Gihad, 1991).
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Although water for livestock drinking and servicing might be the most obvious
water use in livestock production systems, it constitutes only a minor part of the
total water consumption (Peden et al., 2007). There are many ways in which live-
stock affect water use across a landscape, but the two key areas are through the
feed that they consume, and the damage they can potentially cause to a landscape’s
hydrology (Amede et al., 2009a). The amount of water transpired to produce animal
feed accounts for more than 95% of the total water used by livestock (Singh et al.,
2004; Peden et al., 2009). About 450 m3 of water is required annually to produce the
feed needed to maintain one Tropical Livestock Unit (TLU: measured at 250 kg live
weight). When animals are growing, working, stressed or lactating, they use even
more. Indeed, the complexity and diversity of livestock production systems create
great uncertainty regarding the actual amounts of water used by livestock (Peden
et al., 2007).

The impact of livestock keeping on water resources at farm, watershed and
landscape scales in SSA has been rarely quantified. The impact of high livestock
densities on a landscape are also thought to affect its hydrology profoundly, caus-
ing erosion of varying intensity, widespread degradation of the vegetative cover
and other damage. The linear relationship between stocking densities and ero-
sion, “desertification” and other landscape damage is frequently contested – see,
for example, Rowntree et al., 2004. In one study, Mwendera et al. (1997) reported
that high grazing pressure significantly increased seasonal run-off and decreased
water infiltration, the effect being much more than the effect of slopes alone.
This result is particularly relevant for the context of the Nile basin highlands as
the livestock is kept in the upper slopes during the rainy season as the down-
stream valley bottoms and flat fields are covered by annual crops. Again, there is
immense variability in how and where high livestock densities affect landscape
hydrology, but a key area for concern is damage to landscapes surrounding live-
stock water points, and underutilized fodder in landscapes away from such water
sources.

15.3 Characteristics of Livestock-Water Schemes in the Nile
Basin

In a recent paper, Amede et al. (2009a) presented a conceptual framework for LWP
innovation system, which draws on broad drivers of technological, institutional and
policy innovations. Improving LWP includes several challenges, located on differ-
ent fronts and usually not straightforward to meet (Descheemaker et al., 2009). First
of all, given the growing water scarcity and the rising demands for animal prod-
ucts, appropriate water allocation is needed in order to both satisfy these demands
and at the same time safeguard environmental services of ecosystems. As the lat-
ter also largely depend on water availability, meeting these competing demands is
very challenging and raising the water productivity of livestock production systems
only will not be sufficient (Bouman, 2007). Intensification and vertical integration of
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different components in the product chain usually lead to higher productivities, but
also tends to marginalize the poor (Peden et al., 2009). In the following sections we
display the livestock hydrology of the basin, the governance structures of Ethiopia,
Uganda and the Sudan from the perspectives of livestock-water and how it affects
water productivity in these countries.

15.3.1 Livestock Hydrology in the Nile Basin

Rainfall in the Nile basin is highly variable in amount and distribution, with annual
precipitation ranging from practically zero in the desert areas to more than 2,000 mm
in the mountainous areas in the south and east (Fig. 15.2). Moving south to north,
humid climates supporting rainforests change to less humid and semi-arid climates
with a variety of savannah and grassland vegetations, to arid climates, supporting
practically no vegetation (Moustafa and Gichuki, 2003). The pattern of potential ET
is approximately the inverse of that for rainfall. Potential ET is relatively low in the
mountains and gradually increases as one move northwards. Low levels of humidity
and long hours of sunshine in the northern desert areas result in potential ET values
of up to 3,000 mm/year (Moustafa and Gichuki, 2003). Also runoff volumes vary a
lot within the basin with the highest values (up to 1,600 mm/year) recorded in the
Ethiopian highlands and in the Kenyan highlands east of Lake Victoria. Other high
runoff areas are found in the mountainous areas of Rwanda and Burundi and south
west Sudan (data not presented).

Based on remote sensing analyses, earlier work suggested 15 land and water
use classes for the Nile basin, including natural land cover, managed land use
and managed water use (Mohamed, 2009, Water budgets of the Nile basin, IWMI,
unpublished). For each of these classes, rainfall, actual evaporation and transpira-
tion and biomass production were determined. Looking at the Nile sub-basins and
aggregating all land uses within them, actual evapotranspiration (ET) ranges from
45 mm/year in the el Allaqi sub-basin to 1,409 mm/year in the Lake Albert sub-basin
(1,760 mm is for Lake Nasser) (FAO, 2000). For the same sub-basins, applying the
water balance allows to calculate the actual outflow (precipitation + inflow – actual
ET – drainage) from the basin. In areas with large irrigation schemes, outflow val-
ues are negative as actual ET is higher than precipitation and inflow together. Very
high positive values for outflow are recorded for sub-basins along the White and
the Blue Nile with high inflow of water from upstream and low values of depleted
water for production (FAO, 2000). At the overall basin scale, results indicate that
the major part of the Nile water is consumed (98% or 1,716 km3 of water/year),
mainly by natural land cover (1,458 km3 of water/year) and managed land uses
(189 km3 of water/year), which comprise beneficial (1,305 km3 of water/year)
and non-beneficial uses (411 km3 of water/year) (Mohamed, 2009, unpublished;
van Breugel et al., 2009, unpublished). Biomass production in the Nile basin log-
ically follows the actual ET pattern, as biomass production is directly related to
transpiration.
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Fig. 15.2 Annual rainfall distribution in the Nile basin

Livestock water consumption is quite variable between livestock production sys-
tems and animal types. For cattle, annual water requirements vary from 1,300
to 2,600 m3/year/TLU in mixed rainfed systems to 3,300–4,200 m3/year/TLU in
mixed irrigated systems and 1,900–1,320 m3/year/TLU in the pastoral systems
(Fig. 15.3). For small ruminants, the water requirements per TLU are higher as
compared to cattle in each of the production systems (van Breugel et al., 2009,
unpublished). Considering the spatial variability of livestock water requirements at
basin scale, it is clear that there is a strong correlation with livestock density.
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Fig. 15.3 Left: Total annual livestock water use expressed as percentage of the total annual evapo-
transpiration. Note that the areas with percentages >100% are irrigation areas. Right: The same but
assuming water available for AET equal to the rainfall in the historical lowest rainfall year. Source:
van Breugel et al. (2009, unpublished)

Figure 15.3 presenting the ratio of livestock water requirements to actual ET (van
Breugel et al., 2009, unpublished) suggests areas in deficit, where the requirements
are much higher than the actual ET. These areas are predominantly located in the
Nile Delta, along the Nile River in Egypt and in the agricultural belt in Sudan.
Smaller pockets of high ratios are found in North Ethiopia, areas south east of Lake
Tana, and along Lake Victoria in Kenya and Tanzania. On the other hand, where the
ratio is low, water requirements are lower than actual ET, which implies that there
are underutilized feed resources due to low livestock densities.

In the mixed crop-livestock systems of the basin, large amounts of water are
saved by the use of crop residues as animal feed as the water used for growing
crops is already accounted for by the crop enterprises. Contrastingly, some irriga-
tion schemes like the White Nile and Aj Jazira districts in Sudan are characterized by
very low livestock water productivity values (van Breugel et al., 2009, unpublished).
Among other causes, the inadequate integration of crop and livestock production
and inadequate provision of drinking points might create hotspots as well. Not only
because livestock loose a lot of energy by walking to these points, but also because
the concentration of livestock around a few drinking points leads to degradation of
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land, vegetation and the water sources itself. Van Breugel et al. (2009, unpublished)
indicated that from the Nile basin countries, Sudan has the largest areas where drink-
ing water availability is a problem, followed by Ethiopia. Uganda exemplifies a
much better situation where drinking points are all within a 5–10 km radius.

Areas of concern include those Nile basin areas where the current livestock den-
sity in terms of livestock water requirements is higher than the actual ET. In order
to avoid permanent and irreversible degradation in these areas, either livestock den-
sities have to be reduced, access to additional watering sources developed and/or
water productivity of the vegetation and crops has to be increased. For instance,
the Ethiopian highlands with high rainfall and accentuated topography, are prone
to erosion and high runoff, which is exacerbated by high livestock grazing pres-
sure. Besides the areas with high runoff, underutilized hydrological potential is
manifested where water storage is inadequate.

15.3.2 Livestock-Water Governance in the Basin

As observed by Norse and Tschirley (2000), policy makers in the basin didn’t neces-
sarily know what kind of information they can reasonably expect or ask for from the
R&D community to improve crop-livestock productivity. For example, the majority
of political leaders and policy-makers in Uganda were not well informed about the
existing byelaws and NRM policies, their regulations and implementation mecha-
nisms, and the process of formulating byelaws (Sanginga, 2006). Thus, proactive
role was essential in assessing the information needs of policy makers and develop
effective communication strategies for guiding and informing debate and fostering
public understanding of the policy process that would enable improved livestock
and crop production at farm, landscape and higher levels.

A review on the nature, functions and gaps of organizations, policies and insti-
tutions related to Livestock-water in the three riparian countries viz. Ethiopia,
Sudan and Uganda indicated that the organizational set up affecting livestock-water
stretches from national level policy/strategy-making ministerial offices to local
micro-planning and implementing offices (Amede et al., 2009b). Despite its contri-
bution in enhancing economic and social well-being in the basin, livestock remains a
subsidiary sector and all possible interventions, policies and plans are subordinated
with other sectors such as water and agriculture (dominantly crops). In addition,
policies for livestock development are poorly provided, biased towards commer-
cialization and have very little to do with small holder farming. Livestock research
in general and livestock-water interaction in particular are yet at rudimentary state
in country level policy researches. Improving livestock water productivity is barely
mentioned in national livestock policies at all. The existing livestock/animal feed
policies lack in-depth analysis of the steps that have to be taken to improve efficiency
of livestock-water use.

The concept of national versus local is the major difference among the three
countries. In Ethiopia and Sudan, local organizations are responsible to sub-national
(regional) organizations that, except for few strategic national issues, are relatively
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autonomous to plan and execute their own priorities. The local organizations in these
two countries are more of implementing partners to their respective regional supe-
riors. In the case of livestock, the policies initiated in all the three countries are
national in nature and lack local input in their build up. The three countries have
Non-governmental Organizations (NGOs) and Community Based Organizations
(CBOs) directly and indirectly working in livestock and water related issues with
varied intensity. Traditional institutions are particularly active in resolving livestock
and water related conflicts arising from competing land and water uses by different
clans and ethnic groups.

In the case-countries, organizations related to livestock are either inadequately
funded and/or politically weak compared to other sectors such as infrastructure
development or food security. As a result, policies/provisions made at national level
are poorly implemented and weekly monitored at local levels. On the other hand,
organizations related with livestock but dealing with broader issue such as irrigation,
food security and resources management are well formulated with clear mandate
and detailed terms of reference but mostly each organization pursues its own man-
date with minimum coordination. There exists weak institutional arrangement and
lack of requisite in human, financial and material resources as well as viable and
clear administrative rules and regulations to appreciate the positive and negative
roles of livestock in the basin hydrology and economy. This gap is more vivid at the
local and grass roots levels, where policy elements are carried out with lack of clear
understanding of local needs and with inadequate, fragmented and thinly distributed
resources.

Albeit differences from one another, institutions affecting the basic inputs for
livestock production such as access to feed, water and insurance receive low atten-
tion. Secured access to these inputs is one of the key incentives that enable poor
and vulnerable livestock holders to positively respond to market needs. There exists
limited coordination role in guiding local organizations towards integrated and
sustainable water efficient livestock development. The key improvement areas per-
taining to livestock-water governance strategies in the three countries could be as
follows:

1. The majority of the population in the basin is engaged in systems where live-
stock plays a critical economic and environmental role. In the rangelands, where
the potential for rainfed or irrigated agriculture is limited, livestock form the
basic means of subsistence and livelihood for the people. However, the over-
all awareness of policy makers and planners as well as donors as to the role
of livestock and their keepers in poverty alleviation and sustainable resources
management appear to be modest. Participatory policy development (one that
allows consultation with livestock keepers), with an intent to forge sound poli-
cies for guiding/leading the livestock water improvement, has therefore to be in
place. There is therefore a need to raise the awareness of policy makers so that
the livestock-water issues get the attention it deserves.

2. In the three countries studied, policies related to livestock and water are not
adequate and whenever they exist, they are not supplemented with efficient



310 T. Amede et al.

and well-authorized institutions to enforce designated policies. This means that
when policies are designed, an adequate effort has to be paid to establish sound
and efficient institutions that can facilitate the implementation of those poli-
cies. It is also essential that the institutions be supplemented with sufficient
budget and power as well as mandates. This is because, there appear to be
too much “organizations” that require vertical and horizontal linkages (par-
ticularly in Ethiopia) but with mixed mandates and without proper means of
communications. Building an appropriate legal and regulatory framework of the
livestock-water sector with measures to encourage the emergence of CBOs and
civil society including actions to better equip them in implementing policies on
the ground also remains one of the priorities.

3. The tendency observed in the three countries is that the issue of export-oriented
livestock management is in a “kick-start” and is being intermittently mentioned
in policy arenas. To promote the livestock sector in a sustainable manner, national
policies/strategies need to be wary of not giving “the wrong incentives” that
may relieve current shortage but end up putting pressure on land and water.
Policies promoting cost-sharing arrangements (e.g. water pricing) are commonly
effective. Responding to recurrent and more appealing needs such as strategic
distribution of watering points for pastoralists need to be reviewed in light of
their long term impact on land degradation, climate change and managing vul-
nerability. Concentration of too many herds of livestock around small watering
points could escalate conflicts, land degradation and ultimately reduce resources
use efficiency.

4. Research and development interventions related to improved management of
livestock and water need to be disseminated to end users timely and with uncom-
promised standards. Improving access to information exchange, particularly a
system that facilitates international/regional institutions to disseminate improved
practices to local institutions and one that allows the former to access follow-up
information from the later on regular basis has to be in place.

5. Evidences show that good access to markets and reasonable as well as efficient
taxation systems are not in place in the three countries studied (Amede et al.,
2009b). Transportation of livestock and their products to market outlets takes too
much time which compromises the quality of items and their market returns. In
addition, taxes are levied at different points (e.g. upto eight times in the Sudan)
and are in most cases excessive. Measures to encourage livestock productivity
such as by avoiding prohibitive tax system and improving local and international
marketing outlet have therefore to be carefully crafted.

15.3.3 Livestock-Water-Gender Nexus in the Basin

Gender is a central organizing principle of societies and often governs the pro-
cesses of production and reproduction, consumption and distribution. Gender
roles are the “social definition” of women and men, and vary among different



15 Livestock-Water Productivity in the Nile Basin 311

societies and cultures, classes and ages, and during different periods in history
(Mapedza et al., 2008a). They vary greatly across the Nile Basin and Sub-Saharan
Africa at large. Gender-specific roles and responsibilities are often conditioned by
household structure, access to resources, political stability and ecological condi-
tions. Gender research in livestock-water is therefore essential in poverty reduction
and sustainability of development interventions.

As part of the BMZ-supported project on “Improving water productivity in SSA”
and Challenge Program on Water and Food Project (CP 37), a survey of key infor-
mants on the relative contribution and benefits accruing to men and women in
livestock and related farming activities was undertaken in the three case study coun-
tries of Ethiopia, Sudan and Uganda (Mapedza et al., 2008b). Accordingly men
have more access and the corresponding benefits for the water resources in Ethiopia
and Uganda. In Sudan, perceived access to agricultural water is equal (50% for
men and 50% for women) with the benefits accruing from water also equally shared
between men and women. The benefits from rivers included domestic uses, livestock
watering and crop irrigation.

Access to land and water resources is also tilted in the favor of men. It is only
in Ethiopia where women get a similar proportion of benefits as they have access to
the land resources. In the remaining case studies of Uganda and Sudan, women
even get fewer benefits from land resources which favor male access. Another
set of research done by ILRI and IWMI, drawn upon the Gendered Sustainable
Livelihood Framework (GSLF) van Hoeve and van Koppen (2006) attempted to
analyze the overall labor requirements of new livestock-water interventions, dis-
aggregated along gender lines. For instance, if a new “cut and carry” scheme is
introduced for livestock keeping, depending on the specific circumstances, it might
result in increased labor requirements for women through collecting fodder for the
livestock. If cattle herding was previously the responsibility of boys and men, the
result is an increased workload for the women (cf. van Hoeve and van Koppen,
2006). Such extra labor requirements have also to be further juxtaposed on the dif-
ferent types of households. De jure female headed households tend to have labor
constraints for their agricultural activities when compared with de facto female
headed households where the male heads of household are based in urban areas and
tend to send remittances which can then be used to hire extra labor. Male headed
households tend to have more labor reserve than the two types of female headed
households (cf. ICRISAT, 2007; van Hoeve and van Koppen, 2006). It is however,
important that the intra-household assessments also look at the impact of women
labor contribution in male headed households. Other studies have demonstrated that
in some irrigated areas in the Awash River Basin of Ethiopia women in male headed
households were worse off than women who headed their own households and had
access to irrigation plots (Aredo et al., 2006).

Often women and children are contributing most of the labor requirements for
livestock and water management, but the income distribution does not reflect that
contribution (Mapedza et al., 2008b). The access and control of benefits terrain is
also shaped by the political, economic and institutional contexts of the respective
countries. Laws and rules on livestock and land tenure will directly and indirectly
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impinge on who has access and who benefits from the improved livestock water
productivity. As presented above, Institutions - from local to community level - and
how they are nested to national level, also has an important implication in access
and control of benefits by both women and men.

In general, LWP needs to be viewed using a gendered lens that will enable an
assessment of the differential impact of the proposed interventions on both poor
women and men. There are concerns that rural development in sub-Saharan Africa
has often only improved the well being of well-off male-headed households, leaving
poor females and males worse off (van Hoeve and van Koppen, 2006).

15.4 Technologies Effecting Water Productivity

15.4.1 “In Situ Water Conservation” for Improving Water
Productivity

Water conservation, which involves decreasing the unproductive water losses from
a system while increasing the system’s water use efficiency, has the potential to
increase water productivity. Water conservation is often achieved through integrated
interventions, which simultaneously lead to erosion control, as these are conceived
to break the water flow energy and facilitate infiltration of the runoff water. Within
soil and water conservation measures (WOCAT, 2007, for an overview) a dis-
tinction can be made between physical structures on the one hand and vegetation
management on the other hand.

One key intervention to overcome the problems of low water availability in
semi-arid areas is the use of different water harvesting structures that fit with
the existing socio-economic situations. Excess runoff can be temporarily stored
in the soils or micro-basin water harvesting structures and diverted to livestock
drinking and plant growth in various forms. These structures retain excess soil
moisture, increase the time for infiltration and encourage crop growth. In addi-
tion, they reduce sediment load and minimize erosion effects on downstream
sites (Deribe et al., 2009). The impacts of different types of micro-basin water
harvesting structures have been tested and found to be successful in improv-
ing seedling survival and crop yield in countries like Kenya (Mugwe et al.,
2001) and northern Ethiopia (Deribe et al., 2009). Similarly, Zaï is a traditional
water conservation practice developed in Burkina Faso and commonly used in
the Sudano-Sahelian areas for rehabilitating eroded and completely crusted fields,
where the infiltration is too low to sustain vegetation (Roose et al., 1999). The
pits combine water harvesting and targeted application of organic amendments
(Fatondji et al., 2007). Zaï pits, typically comprise holes dug during the dry
season and then filled with handfuls of dry dung (corresponding to about 1–3 t ha–1

of dry organic matter). These are then seeded with approximately a dozen cereal
seeds after the first storms. They have been shown to alleviate the adverse effects
of dry spells and result in a three to fourfold increase in grain yield compared to
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flat planting, mainly as a consequence of in situ water conservation (Fatondji et al.,
2007). A study conducted with the objectives of evaluating the effects of Zai pits
on water productivity of Potato (S. tubersom) and beans (P. vulgaris) in Southern
Ethiopia, in combination with using different sources of fertilizers (Amede et al.,
2011) revealed that Zai pits improve the water productivity of crops by a factor
of three, which is in agreement with Fatondji et al. (2007). The yield gains in Zai
were not only due to increased nutrient supply but also caused by improved water
availability at the critical growth stages.

In a recent paper, Deribe et al. (2009) reported that in degraded landscapes of
northern Ethiopia where growth of vegetation is becoming very slow due to land
degradation, micro basins, particularly trenches and eye-brow treatments were effec-
tive in promoting seedling survival and growth of acacia seedlings. The effect was
due to water saving of these micro-basins and minimizing runoff effects as the water
from upstream was flowing towards the pits.

15.4.2 Effects of Area Exclosures on Water Productivity: The Case
of Lenche Dima, Ethiopia

Land degradation is acknowledged as a major challenge in improving land and water
productivity of the Ethiopian highlands. The low return of crop, livestock, fuel and
other enterprises is partly associated with low soil fertility and poor soil water hold-
ing capacity. Similarly, the major problems and production constraints of the Lenche
Dima watershed in Northern Ethiopia is land degradation reflected in the form of
recurrent water scarcity, low livestock and crop productivity, soil erosion and short-
age of livestock feed and fuel. As part of a USAID funded development project
implementing integrated watershed management, exclosures (Fig. 15.4) were estab-
lished in the watershed in 2003 with the overall aim of rehabilitating degraded hill
slopes (Benjamin et al., 2008).

Fig. 15.4 Degraded open access grazing land (left) and protected exclosures, 3 years after closing
(right)
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From 2004 to 2007, degraded hillslopes, ranging in size from 20 to 100 ha,
were being closed for grazing and distributed among individual farmers. A total
of 208 ha (out of 542 ha of rangeland) was protected and distributed equally
among 530 farmers in the watershed. To speed up the rehabilitation of the degraded
hillslopes, contour trenches were made for improved water infiltration and multi-
purpose trees were planted at the time of closing. Tree species planted included
Grevillea robusta A.Cunn. ex R.Br., Acacia saligna (Labill.) H.L.Wendl., Olea
europaea subsp. Africana (P. Mill.) P. Green, Cajanus cajan (L.) Millsp., Sesbania
sesban (L.) Merrill and Leucena leucocephala (Lam.) de Wit. They have also intro-
duced high quality multipurpose grasses for livestock feed, which was used as an
entry point to attract the interest of the community to rehabilitate degraded lands and
to provoke institutional innovation at various scales. The community was responsi-
ble for the protection of the area by guarding and institutionalized through written
bylaws. Thanks to the protection from grazing, herbaceous and woody biomass pro-
duction in exclosures recovered drastically (Fig. 15.4 and Table 15.1) within few
years, which was also documented in other areas (Asefa et al., 2003; Yayneshet
et al., 2009). Farmers harvested the grass for haymaking. The average herbaceous
biomass production in the study area was about 1.2 t DM ha–1 (± 0.69) (Table 15.1),
which lies within the range of 1.1–1.8 t DM ha–1 reported by Yayneshet et al. (2009)
for exclosures in North Ethiopia. However, according to Asefa et al. (2003) hay
production from hillside exclosures can amount upto 2–3.5 t DM ha–1. Once the
fodder trees start producing enough biomass, branches and leaves were also har-
vested and fed to the livestock. Apart from the benefits derived from harvesting
grass and haymaking, exclosures are also known for their beneficial effects on land
rehabilitation, biodiversity restoration and soil and water conservation (Asefa et al.,
2003; Descheemaeker et al., 2006).

In addition to improvements in LWP, vegetation restoration in the protected
areas leads to increased infiltration and decreased runoff (Descheemaeker et al.,
2006), with higher transpiration and increased overall biomass production as a result
(Descheemaeker et al., 2009). Other positive effects of reduced runoff from the steep
slopes include the protection of downstream farmland against damaging floods,
reduced erosion and less peak flows in gullies and streams. In some instances, the
groundwater table can be recharged (Descheemaeker et al., 2009) and new springs
start to appear (Nyssen et al., 2002), which was also observed in Lenche Dima.
Farmers’ interests in feed and woody biomass could be harmonized with these long-
term environmental services by enabling farmers to make better use of the natural
resources present in the exclosures. This could be done by consolidating the cut
and carry activities for hay making and allowing farmers to harvest woody biomass
as part of a selective and careful forest management plan (Yayneshet et al., 2009).
Other opportunities lie in the promotion of non-wood forest production like honey.
In our evaluation of water productivity we only took into account feed produc-
tion and its potential effects on milk production. However, if the woody biomass
and environmental benefits were also considered, water productivity improvements
would have been even stronger.
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15.5 Introducing Change

15.5.1 Increased and complementary cooperation among the riparian nations for
shared use of the basin is of paramount importance considering the poverty
level and developmental stages of the nations in the basin. Although the
Nile Basin Initiative (NBI) can be considered as a step forward in creating
forum to maintain cooperation and reduce conflict among the riparian coun-
tries, there is a clear gap in terms of formulating legal regulatory frameworks
that are aimed at improving the management and productivity of livestock
and water use at basin level. In addition, despite the fact that the NBI is
designed to explicitly include involvement of local communities and local
governments, the lower level governments seem to be less involved in the
process, partly because the NBI is rather a top-down process that is not well
designed for stakeholder involvement (Pottinger, 2006). The cooperation
between administration levels is consequently underdeveloped. Generally,
historical disputes could make joint decision-making between the riparian
countries a difficult element to deal though the NBI provides a firm basis
for cooperation in decision-making. There is a need for a regional policy
that would ensure equitable and sustainable use of the Nile water includ-
ing (i) the provision of sufficient watering points for grazing animals across
the Nile basin. It is important not only to ensure that animals don’t loose
too much energy walking long distances looking for water, but also to avoid
that too many animals concentrate around one watering point, causing soil
degradation and water contamination (Peden et al., 2007). Restricting the
access of too many animals to the watering points lies in the same line with
this; (ii) ensuring control of transboundary flux of livestock diseases through
improved quarantine and monitoring systems and; (iii) Minimizing illegal
livestock trade across borders through designing a common marketing and
pricing strategy; promoting rather a virtual trade.

15.5.2 There is a need for an over-arching, comprehensive Livestock-water frame-
work to provide policy guidance and promote action. For instance in the
case-countries, the “health aspect” is much more emphasized in Uganda
while “market/tax aspect” received huge emphasis in the Sudan. Such iso-
lated emphasis will not bring over all improvement in the livestock sector
because gain in one side could be “compensated” by a loss at another side.
Without a long-term vision and adequate political support, the livestock sec-
tor under water scarcity may not survive challenging issues such as climate
change, devastating disease outbreaks or rapid changes in market condi-
tions. Furthermore, all three case studies demonstrate that local participation
is needed to avoid sector investments being captured by special interests
whether it being populist politicians, state enterprises, or large businesses
with special access to politicians.

15.5.3 Enhancing rehabilitation of livestock-based watersheds in upstream com-
munities/ countries thereby minimizing land degradation, deforestation and
water depletion. Rehabilitated landscapes are becoming the major sources
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of livestock feed without competing with crop lands. This could be done
through well designed and negotiated scheme including “payment for envi-
ronmental services” (Haileslassie et al., 2008) and enclosures of degraded
systems through collective action by the respective communities, as it is
now practiced in the Ethiopian highlands.

15.5.4 While the Ethiopian highlands remain under great pressure in terms
resources degradation due to slope effects and the current agricultural prac-
tices, it is also the major sources of water in the basin that should attract
investment and capacity building. The livestock systems in the sub-basin
must undergo major transformation in terms dissemination and adoption of
appropriate water-saving technologies that could increase economic returns
while positively influencing the hydrology of the basin to ensure that local
and downstream peoples benefit. As mentioned above integrated agricultural
water management, including water harvesting together with feed devel-
opment is becoming a necessity to minimize effects of recurrent drought,
conflicts and the unforeseen impacts of climate change. In all three coun-
tries, investments on animal health and marketing infrastructure are critical
to improve water productivity at farm, community and higher scales.
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Chapter 16
Blue Nile (Abbay) Hydropower Potential,
Prioritization, and Trade-Offs on Priority
Investments

Dereje T. Desalegn, Seleshi B. Awulachew, and Semu A. Moges

Abstract The low level of access, rising fuel costs, and increasing effects of
climate change are reinvigorating the policy-makers’ interest in Africa in renewable
energy sources such as hydropower. Ethiopia is among countries which have very
low modern energy sources, but possesses one of the highest hydropower potential,
next to Congo. The topographic feature and the availability of water in Ethiopia
permit a large hydropower potential. However, as the available runoff in rivers has
very high hydrological variability, tapping into this potential requires investment on
storage to smooth out the temporal hydrological variability. In this chapter, first the
behavior of this hydrological variability and implication of water resources devel-
opment are discussed. Second, various documents and reports providing varying
values of hydropower potential of Ethiopia and Abbay are summarized. To improve
the existing understanding of sites, topographical and hydrological evaluation of 129
hydropower potential sites has been carried out. These sites were identified in pre-
vious studies having a total capacity of 13,845 MW. After evaluations, 91 possible
sites with total potential of 12,148 MW from various tributary rivers were iden-
tified and mapped. Dabus sub-basin stands first among the 16 sub-basins with 13
hydropower potential sites and a total capacity of 3,524 MW, and similarly the other
sub-basins are also ranked. The ranking of these sites has been carried out based on
cost per kilowatt hour of the hydropower potential (HP) sites. Furthermore, the chap-
ter discusses the benefits and trade-offs for four priority developments identified as
Eastern Nile regional fast-track projects.
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cost/kWh Cost of electricity production per kilowatt hour
EEPCO Ethiopian Electric Power Corporation
ENTRO Eastern Nile Technical and Regional Organization
GDP Gross Domestic Product
HP Hydropower project
MW Megawatt
TWh/year Terawatt hour per year
WAPCOS Water and Power Cooperation

16.1 Introduction

Water plays an important role in producing renewable energy sources both directly
in the form of hydropower and indirectly in the form of biomass. At present, the
share of renewable energy sources in total global energy supply is only about
13%. Of this, biomass accounts for the major share (10%) followed by hydropower
(2.2%). Although the share of renewable energy sources including hydropower
is only modest at present, many countries aim to increase this significantly. For
instance, in China, where renewable sources account for only 8% of the present
energy supply, the government aims to double this by 2020, particularly through the
development of additional hydropower capacity. Much more important is the case
of Africa, where there is tremendous untapped economically and technically feasi-
ble potential for hydropower development (McCornick et al., 2007). While the total
technically feasible hydropower potential of the continent is estimated to be about
1,750 terawatt-hour (TWh)/year, current use is just about 5% (BMZ, 2007).

In recent times, the non-renewable and exhaustible sources of energy are getting
depleted at a very fast rate, which has focused attention on the non-exhaustible and
renewable sources of energy. Sustainable energy development is essential and nec-
essary for socio-economic development of a country. Satisfying the energy needs
of the population through sustainable energy-based approach helps to avoid defor-
estation and improve the living standards in developing countries. Hydropower is
one of the most common renewable sources, abundantly available in the hilly region
provided that there is adequate rainfall that could form runoff.

Ethiopia has not only a very low energy per capita but also most of this is in
the form of biomass. Notably, such a low per capita energy with an extreme depen-
dence on biomass occurs despite the vast energy potential in the country. Despite
significant developments in the last half of the decade, few years back only 17%
of the population, mainly in urban areas, had access to electricity. Low coverage
and poor quality of power also cause heavy economic losses. For instance, during
the drought of 2002–2003, it was estimated that with each day of lost service in
energy provision the GDP for that day reduced by up to 15% (World Bank, 2006).
Equally serious are also the environmental consequences of the present energy
composition. Due to intensive biomass exploitation, it is reported that only less
than 3% of the natural forest remains at present. Siltation from land degradations
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has led to the storage loss of Koka Reservoir (World Bank, 2006), and to date,
more than 30% of the total volume has been lost to sedimentation (Michael, 2004).
Recognizing the importance of hydropower as crucial source of energy and rapidly
growing demand, hydropower development in Ethiopia is given priority and con-
nectivity has increased rapidly toward achieving universal access. According to the
Ethiopian Electric Power Corporation (EEPCO, 2009), access to hydropower con-
nectivity increased from 401,000 customers in 1991 to 1,677,000 customers in 2008,
and the electric energy demand growth was 5–6% during 1995–2001, 13% during
2002–2007, and 24% in 2008–2009. Accordingly, the development of hydropower
increased from 640MW in 2008 to additional 1,180MW hydropower energy from
Tekeze I (300MW) in 2009, Ghibe II (420MW in 2010), and Tana Belese (460MW
in 2010) and a total of 1820MW. Furthermore, Ghibe III, which is expected to
supply 1,870 MW hydropower, is planned to be completed in 2013.

Ethiopia has significant water resources, which can be further exploited to
enhance the socio-economic development of its people (MoWR, 2002). Based
on topography, Ethiopia is subdivided into 12 major drainage basins. Theoretical
hydropower potential in Ethiopia is about 650 TWh/year, with technically feasible
potential of 40% of the theoretical potential; this constitutes about 15% of the total
technically feasible potential of Africa. Among these, Abbay River Basin (ARB)
is one of the major and largest river basins, and it is divided into 16 sub-basins.
Based on various factors such as the energy potential, the quantity of water, and its
trans-boundary implications, Abbay River Basin is the most important river basin in
Ethiopia. The hydrology of the ARB and Nile is dominated by Abbay which rises in
the center of the catchments of ARB and develops its course in a clockwise spiral.

16.2 Description of the Study Area

The study area, ARB, is found in the north-west part of Ethiopia, between 7◦45′
and 12◦45′N and 34◦05′ and 39◦45′E (Awulachew, 2000). This river basin covers
about 17.58% of Ethiopia’s land area, 43.11% of total average annual runoff of
the country, and 25% of its population. It has an average annual runoff of about
52.60 billion m3. The location of the basins is shown in Fig. 16.1; it constitutes 16
sub-basins including the largest lake in Ethiopia. The annual rainfall varies between
about 800 and 2,200 mm with a mean about 1,420 mm. The mean temperature of the
basin is 18.5◦C with minimum and maximum average daily temperatures of 11.4◦C
and 25.5◦C, respectively (BCEOM, 1998).

Closer examinations of hydrological features of Ethiopian rivers reveal that
meaningful exploitations of the rich water resources require investment on water
storage. Since the rainfall is non-uniformly distributed, the runoff in the rivers
which significantly depends on direct runoff reflects the rainfall patterns. Figure 16.2
shows the flow duration curve of a typical gauging station which reflects that
the dependable flow of the river is small. The 95 to 50% mean flow ratio is
0.44. Increasing meaningful development, resilience of systems against climate
variability, and climate change therefore require investment on storage.
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Fig. 16.1 Map showing location of the study area (Africa, Ethiopian, and Abbay River Basin and
sub-basins)

16.3 Objective of the Study and Methodology

The main objectives of the study reported in this chapter are (1) to accurately geo-
reference the potential hydropower sites, (2) evaluate the potential capacities of the
sites, (3) identify any pertinent challenges and problems, and (4) rank the sites with
respect to their capacity and sub-basin.

The selection of the hydropower potential site is governed by the topography
of the area, hydrology of the catchments, geological condition, and distance from
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Fig. 16.2 Flow duration curve at site AB-08

the grid system. It is the sum of all these components which helps us to decide the
potential of the site and its economical feasibility.

The methods used include collection of relevant data from various institutions
such as Ministry of Water Resources, Ethiopian Mapping Authority, and EEPCO;
desk study to review previous recommendations; and data processing and analysis of
collected information using various tools such as statistical packages and geographic
information system (GIS) to obtain spatial and temporal hydrological and physical
parameters. The collected, computed, and analyzed data are used to identify the
possible potential sites and ranking of the sites.

16.4 Data Sets

The two important datasets for estimation of hydropower potential are the avail-
able discharge and hydraulic head. The discharge data used in this study include
monthly stream flow data of 90 stream gauging stations found in the basin for esti-
mation of the dependable flow for power production. Fifty percent dependable flow
is employed for storage-type hydropower plant and ninety percent dependable flow
for runoff river-type hydropower plant. The available hydraulic head is determined
from digital terrain analysis and/or simple topographic map surveying techniques;
moreover, from these datasets drainage basin areas are defined and some important
features such as slopes and stream patterns are measured for hydrologic analysis.

16.5 Evaluation of Selected Hydropower Potential Sites

In addition to the head and discharge other useful data for evaluation of technical
aspects of the hydropower structures and reservoir include geology, topography, and
drainage patterns of the area. In the study area while hydrological and topographical
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data are reasonable, geological data are very scanty and evaluation relies on the
available data based on 1:2,000,000 scale of the geological map, which is too coarse
to undertake reliable evaluations. Therefore, the evaluations reported in this chapter
exclude the geological suitability of the given site.

The site evaluation was performed for potential HP sites which are selected/ iden-
tified by Water and Power Cooperation (WAPCOS) in the 1990 report. Most of the
possible hydropower potential sites which are mentioned in other documents and
reports except the WAPCOS (1990) and the BCEOM (Abbay River Basin Integrated
Development Master Plan Project) (1998) reports do not have the description of the
sites, rather only the technically available power and number of possible potential
sites. As a result other documents are not considered in this work. Furthermore,
the report of the Abbay River Basin Integrated Development Master Plan Project
(ARBIDMPP) document provides assessment of partial sites.

16.6 Site Evaluation Criteria

The general criteria employed for the evaluation of the selected hydropower
potential sites are listed:

1. As far as possible, harness the available head on the site optimally or maximize
the use of the available head. There should be also adequate discharge on the site
for the developed hydropower.

2. For storage-type hydropower development, the submergence and water surface
area should be minimum; narrow gorge areas are advantageous.

3. In case there is a confluence of two rivers in the selected reach, the site should
be located downstream of the confluence point to take advantage of the flow of
both rivers.

4. The site should be easily accessible considering access to road and transport.
5. Distance from the load center (national grid system) should be considered.

Any combination of head and flow can be used to develop a hydropower, and more
emphasis is given for these two main factors. Moreover, if hydropower is to be
generated from dam water, then selecting suitable dam sites requires careful con-
sideration of economy. Smaller length of the dam will reduce the quantities of fill
material and the cost of dam construction. Hence, the site has to be the one where
the river valley has the narrow and neck-like formation.

16.7 Result and Discursion

16.7.1 Screening of Sites

With the above criteria for site evaluation in mind, the following problems are iden-
tified during the evaluation of the previously identified sites by WAPCOS and used
to screen the inappropriate potential sites:
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Fig. 16.3 Evaluation of the
sites result

• The site may not lie on the river, i.e., it lies on a bare land, such as sites
AB-13 and AB-48. Even though most of the selected hydropower potential sites
needed coordinate adjustment, these sites did not lie on a river after coordinate
adjustment.

• The sites lie on a small (flash) river, which emerges or originates from a moun-
tainous area. In such cases, there is no sufficient amount of discharge to suggest
such sites as potential sites.

• The sites lie on a plain area and it is difficult to get the suggested head without
construction of a costly dam. Such sites are also rejected.

• The downstream site affects the upstream site due to submergence of reservoirs in
cascaded system. There may be feasible hydropower potential sites considering
topographical and hydrological factors. However, if the downstream site has an
effect on the upstream site due to submergence, such sites are also excluded.

Accordingly, the sites are screened as shown in Fig. 16.3, categorized into four
groups, representing 91 feasible sites and 38 non-feasible sites, due to the above-
discussed problems related to hydrological, topographical, and coordinate locations.

16.7.2 Capacity Evaluation Result

A total of 129 sites, which have been identified by WAPCOS (1990), have been
evaluated. The following charts describe the result of the evaluation in different
categories. The majority of the sites (64.84%) have potential capacities greater than
10 MW, but less than 200 MW (Fig. 16.4). Only 11 sites have capacities exceeding
200 MW. Head classification for the basin and capacity distribution, head, potential,
and construction features by sub-basins are also used to categorize the potential of
the ARB and are provided in Figs. 16.5, 16.6, 16.7, 16.8, and 16.9.
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Fig. 16.4 Number of sites by
capacity groups

Fig. 16.5 Number of sites by
head groups

16.7.3 Mapping of the Selected Sites

The 91 possible hydropower potential sites in the 16 sub-basins of the ARB are
mapped with improved accuracy with respect to geo-referencing and site suitability.
The mapping of the sites improves the understanding in terms of distribution and
locations of the sites. Figure 16.10 shows the possible hydropower potential sites of
the Abbay River Basin.

16.7.4 Ranking of the Evaluated Potential Sites

In order to exploit the hydropower potential economically and under prevail-
ing socio-economic conditions, it is useful to prioritize and rank the available
hydropower potential sites. The sole criterion used for ranking the potential sites
(to be further studied) was the “normalized” cost per kilowatt hour (Table 16.1).
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Fig. 16.6 Number of sites by capacity groups for the sub-basins

Fig. 16.7 Number of sites by available head for the sub-basins

Estimate of costs of electricity production in birr per kilowatt hour is available
in various sources of documents for most of the projects identified in the initial list.
However, these costs refer to different base years, as adopted by the individual con-
sultants undertaking the studies. Therefore, the production costs have been adjusted
to the year 2005, with 11% interest rate.

F = P [1 + i]n (16.1)

where F = present value, P = past value, i = discount rate, and n = number of
years.
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Fig. 16.8 Number of sites by construction feature for the sub-basins

Fig. 16.9 Available potential of the sub-basins in MW

The reference costs are taken from the BCEOM (1998) and WAPCOS (1990)
main reports. Using these values, two model equations are developed: one for
runoff river type and the other for storage-type scheme. The parameters which are
employed to develop these model equations are the available head (H), the available
discharge (Q), available power (P), distance from the access road (AR), and distance
from the load center (LC).
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Fig. 16.10 GIS-based mapping of the potential site

The developed equation for storage-type hydropower potential sites is

C = α1H + α2Q + α3P + α4AR + α5LC (16.2)

C = −0.015H − 0.006Q − 0.002P − 0.134AR + 0.347LC (16.3)

where C = cost of electric power production (birr/kWh), H = the available head
(m), Q = the available discharge (m3/s), P = the available discharge (MW),
AR = distance from the access road (km), and LC = distance from the load
center (km).

Based on Eq. (16.3) and Eq. (16.5), the estimated cost of electric power produc-
tion for selected hydropower potential sites have been carried out for storage type
and runoff river type HP sites respectively (Table 16.1). Prior to cost estimation, a
correlation relationship between the estimated cost and the existing cost has been
done to verify the correlation factor (R) as shown in Fig. 16.11 and Fig. 16.12 for
storage and run off river type respectively.
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Table 16.1 Ranking of the possible sites based on different criteria

WAPCOS
site
designation

Ranking
based on cost
(birr/kWh)

WAPCOS
site
designation

Ranking
based on cost
(birr/kWh)

WAPCOS
site
designation

Ranking
based on cost
(birr/kWh)

AB-1 39 AB-37 7 AB-86 37
AB-2 29 AB-38 46 AB-87 38
AB-3 41 AB-41 35 AB-88 82
AB-4 42 AB-42 43 AB-91 67
AB-5 58 AB-43 57 AB-93 87
AB-6 77 AB-44 73 AB-94 44
AB-8 14 AB-49 11 AB-95 51
AB-9 15 AB-52 21 AB-96 78
AB-10 8 AB-53 24 AB-98 31
AB-11 16 AB-54 25 AB-99 40
AB-12 63 AB-55 23 AB-100 76
AB-14 3 AB-57 48 AB-101 83
AB-15 9 AB-59 32 AB-102 80
AB-16 30 AB-60 91 AB-103 64
AB-17 62 AB-61 89 AB-104 86
AB-19 72 AB-62 90 AB-105 68
AB-20 85 AB-63 18 AB-106 69
AB-21 13 AB-65 66 AB-107 88
AB-22 26 AB-67 20 AB-109 17
AB-24 71 AB-69 81 AB-111 36
AB-25 6 AB-70 60 AB-112 79
AB-26 4 AB-72 84 AB-115 45
AB-27 5 AB-75 65 AB-117 10
AB-28 28 AB-76 19 AB-119 52
AB-29 59 AB-77 27 AB-120 2
AB-31 47 AB-79 49 AB-122 53
AB-32 74 AB-81 61 AB-124 54
AB-33 33 AB-82 75 AB-125 70
AB-34 22 AB-83 50 AB-128 55
AB-35 34 AB-84 1 AB-129 56
AB-36 12

Fig. 16.11 The relationship of the estimated and existing cost (birr/kWh) for storage type
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Fig. 16.12 The relationship of the estimated and existing cost (birr/kWh) for runoff river type

The developed equation for runoff river hydropower potential sites is

C = α1H + α2Q + α3P + α4AR + α5LC (16.4)

C = 0.042H + 0.350Q − 0.158P + 0.091AR − 0.151LC (16.5)

Among these sites, four sites were identified by the Eastern Nile Technical and
Regional Organization (ENTRO), see also Block (2007). Recently, the Tana Beles
hydropower scheme generating a maximum of 460 MW energy was completed,
which is among the identified potential sites. The power production is designed
based on 0.48 plant factor and diversion of average 77 m3/s of water and maximum
discharge of 130 m3/s. The available head at the Tana Beles transfer is over 300 m.
In order to realize the large potential of Abbay, it is important to harness potentials
not only in the main stems of the Abbay but also in the tributary rivers, which are
provided in the various sub-basins.

16.8 Conclusion and Recommendations

This particular chapter provides an overview of the energy condition of Ethiopia,
the hydropower potential, the ranking of the potential sites, and identification of the
specific sites of the Abbay basin. The result, in addition to providing consolidated
information about the basin energy source, serves as a base reference to under-
take further studies leading to pre-feasibility and feasibility studies. Some specific
conclusions and recommendations include the following:

• The topographical and hydrological evaluation lowers the selected sites (129) by
about 29.45% to 91 potential sites.

• The total theoretical potential of the basin according to WAPCOS (1990) study
was 13,540MW, however according to this study, the total 91 HP sites gives
12,480MW.
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• Ranking these possible potential sites will facilitate to exploit the available
potential of the basin in priority order.

• Site evaluation based on geology of the area and also field visit may change the
value, so further detailed study should have to be carried out.

• The evaluation has been done only from the point of view of hydropower; how-
ever, the sites may serve as a multipurpose project so that the sites should have to
be evaluated from other water resource development benefits.

• |The same procedure can be followed for other major drainage basins of the
country as well.

• The study needs a detailed hydrological study for each site to get the actual power
potential of the sites, considering efficiencies of conveyance and generation.

• The cost considered for ranking purposes is not the exact cost of the sites, but it
can serve as a representative for economical evaluation of the potential sites. The
developed equation can serve only for preliminary determination of cost/kWh of
the sites, so one can change the equation to logarithmic or exponential form.

References

Awulachew SB (2000) Investigation of water resources aimed at multi-objective development with
respect to limited data situation: the case of Abaya-Chamo Basin, Ethiopia. PhD thesis, TU
Dresden

BCEOM – French Engineering Consultants, in association with ISL and BRGM (1998) Abbay
river basin integrated development master plan project (ARBIDMPP), phase 2 Volume I Main
report, volume II part 1 climatology, part 2 Hydrology, Volume VI part 2 Large dames and
Hydropower schemes, phase 3 volume IV part 7 hydropower schemes

Block P (2007) Integrated management of the Blue Nile Basin in Ethiopia: hydropower and
irrigation modeling. International Food Policy Research Institute. IFPRI Discussion Paper
00700

Michael A (2004) Lesson learned from existing hydro schemes, case study: Koka Dam. First
National Water Forum conference proceeding paper, Ministry of Water Resources, Addis
Ababa, Ethiopia, pp 49–58

McCornick PG, Awulachew SB, Abebe M (2008). Water–food–energy–environment synergies and
tradeoffs: major issues and case studies. Water Policy 10(S1):23–26

MoWR (Ministry of Water Resources) (2002) Ethiopia water sector development programme
2002–2016, main report

WAPCOS (1990) Preliminary water resource development master plan for Ethiopia, vol III, annex
– a hydrology and hydrogeology, vol V annex J – hydropower

World Bank (2006) Ethiopia: managing water resources to maximize sustainable growth: country
water resources assistance strategy. The World Bank, Washington, DC



Part VI
Water Resources Management, Allocation

and Policy II



Chapter 17
Concepts of Environmental Flow Assessment
and Challenges in the Blue Nile Basin, Ethiopia

Bianca Reitberger and Matthew McCartney

Abstract The degradation of riverine ecosystems, resulting from changes in
natural flow regimes, is increasingly recognized as being amongst the most sig-
nificant negative effects of hydraulic structures. Environmental flows are managed
releases from a reservoir intended to mitigate these impacts. Numerous techniques
have been developed to estimate environmental flows but, for a variety of rea-
sons, these methods are rarely applied in developing countries. The Ethiopian
Government is planning major hydropower and irrigation development in the catch-
ment of the Blue Nile River. This paper reports the findings of a first attempt
to rigorously quantify environmental flows in the Blue Nile River. Three desk-
top hydrological methods, the Global Environmental Flow Calculator, the Desktop
Reserve Model, and the Tennant Method, were applied at three locations. With
reasonable consistency they indicate that 21–28% of the mean annual flow may
be sufficient to sustain basic ecological functioning. The results, which are low-
confidence estimates, need to be confirmed with much more detailed studies, but
provide a basis for discussion and can contribute to the early phases of planning.

Keywords Environmental flows · Blue Nile · Ethiopia · Water resources
development

17.1 Introduction

In the past, water resources have been managed primarily from a supply perspec-
tive, with a focus on meeting accelerating demands for irrigation and hydropower
as well as industrial and domestic needs. These demands, together with the
manipulation of flows for navigation and flood control, require hydraulic infras-
tructure such as dams and weirs, as well as inter-basin water transfers, run-of-river
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abstractions and exploitation of aquifers. All of these can cause severe alterations to
natural hydrological regimes (Tharme, 2003).

Past studies indicate that over half of the world’s rivers are fragmented and reg-
ulated by dams and other hydraulic structures (Revenga et al., 2000; Nilsson et al.,
2005). Many of these provide substantial benefits to human societies and economies.
Hydropower schemes currently provide about 19% of the global electricity sup-
ply and dams related to irrigation schemes are estimated to contribute directly to
12–16% of food production worldwide (Richter and Thomas, 2007).

Although there are benefits, the alteration of natural flows results in a number
of severe ecological effects ranging from genetic isolation through habitat fragmen-
tation to declines in biodiversity. In turn these ecological impacts can have severe
effects on ecosystem services (e.g. water purification, flood attenuation, fisheries,
flood recession agriculture and recreational and cultural opportunities) often with
profound consequences for the people who depend on them (Tharme, 2003). In
many cases, the negative impacts extend for hundreds of kilometers downstream of
the hydraulic structure (Richter and Thomas, 2007). These impacts are of particular
significance in developing countries, where large proportions of the rural population
are often directly dependent on the natural resource base and, so-called, common
property resources, for their livelihoods (Millennium Ecosystem Assessment, 2005).

Due to the inter-linkages between the state of aquatic ecosystems and human
welfare the topic of sustainable freshwater and related resources management
ranks high on the international political agenda. With the exception of the EU
Water Framework Directive, no international, legally enforceable, policies have
been ratified to date. However, at the national level more progressive develop-
ments are occurring and policy frameworks that prioritize the allocation of water for
ecosystem maintenance have been developed in several countries. In the Southern
Hemisphere, South Africa and Australia have led the way and accordingly have the
most advanced methodological and legislative frameworks relating to environmen-
tal flows. Several other African countries (e.g. Ethiopia, Tanzania and Kenya) have
introduced new water legislation in recent years that is built on the general principles
of sustainable and equitable resource use.

In this context, the growing recognition of the significance of the natural flow
regime has driven the evolution of the science of environmental flow assessment
(EFA) (Arthington et al., 2006; Dyson et al., 2003; Tharme, 2003). The goal of
EFAs is to determine a flow regime that provides adequate patterns of flow quantity,
quality and timing for achieving or sustaining a predefined condition of ecosystem
functioning. These predefined objectives may be predicated on the conservation or
rehabilitation of an entire river system, at maximizing commercial fisheries, at con-
serving certain key species, or elements of scientific, cultural or recreational value
(Tharme, 2003). By preserving critical ecosystem functions (e.g. fisheries) the liveli-
hoods and wellbeing of poor rural communities dependent upon such services can
be safeguarded. Hence, EFAs make possible the incorporation of the interests and
needs of these communities in water resource development plans.

In recent years numerous EFA methodologies have been developed. Each
method is applicable under specific conditions of time, data, and financial and
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technical resource availability and the specific issues to be addressed (Tharme,
2003). The types of methods range from relatively simple, quick and cheap
hydrological approaches to more resource-intensive methods that incorporate com-
prehensive ecological assessments (e.g. habitat simulation and holistic methods).
With this multitude of possible approaches the suitability of specific methods and
their results have to be evaluated on a case-by-case basis. This chapter discusses
environmental flows within the context of developing countries and presents a case
study from the Blue Nile basin in Ethiopia.

17.2 Approaches to Environmental Flow Assessment

Early applications of EFA methods focused mainly on the maintenance of eco-
nomically important target fish species, or other highlighted ecological features,
neglecting other ecosystem components. However, the importance of flow manage-
ment with regard to entire ecosystems has repeatedly been advocated in limnological
research (e.g. Junk et al., 1989; Hill et al., 1991) and intensive studies relating to the
development and advancement of EFA methods are progressing on a global scale.
A recent inventory of EFA methods recorded 207 different approaches in use in 44
countries (Tharme, 2003).

Broadly there are four types of methods ranging from relatively simple, quick
and cheap hydrological approaches, such as hydrological index and hydraulic
rating methods, to more resource-intensive methods that incorporate ecological
assessments (e.g. habitat simulation and holistic methods) (Table 17.1).

Hydrology-based EFA methods are the simplest and most commonly used meth-
ods, especially in situations where ecological data are scarce (Tharme, 2003). As
the name implies, these methods rely solely on historical hydrological data, such
as long-term daily or monthly discharge records. The recommended environmen-
tal flows are usually given as specific flow percentiles from a flow duration curve

Table 17.1 Types of environmental flow assessment

Advantages Disadvantages

Hydrological index • Rapid
• Few monetary and human

resources

• Recalibration of parameters
necessary

• Low resolution
Hydraulic rating • Rapid, simple, flexible

• Moderate resource
requirements

• Solely based on hydrologic
data

• Focus on target biota
Habitat simulation • Flexible

• Data processing efficiency
• High resource requirements
• Focus on target biota

Holistic • Multi-disciplinary
• Natural flow paradigm
• Flexible, robust, pragmatic

• Substantial resource
requirements

• Recalibration parameters
necessary
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or some other fixed percentage of the annual, seasonal, or monthly flow (King
et al., 1999). Worldwide, the Tennant (or Montana) Method is the most widely
applied of these methods (Tharme, 2003). It aims to satisfy environmental flow
needs by linking specific percentages of the average annual flow to different condi-
tions of instream habitat. Perhaps the most advanced hydrology-based EFA method
is the Desktop Reserve Model (DRM) that has been developed by Hughes and
Münster (2000) and further refined by Hughes and Hannart (2003). This method
was developed to generate rapid, low-confidence estimates of environmental flow
requirements for rivers in South Africa.

The advantages of this type of method are that they can be applied in a rela-
tively short period of time and require few monetary and human resources. However,
because they are often based on research conducted in specific geographical loca-
tions they are not easily transferable between different regions. Strictly they should
be re-calibrated whenever they are used in locations in which they were not devel-
oped. Additional criticisms are their low temporal resolution regarding natural flow
variability and the absence of ecological input data.

Hydraulic rating methods are based on the assumption that habitat integrity
of riverine ecosystems is directly linked to changes in various hydraulic vari-
ables (wetted perimeter, width, depth, velocity), which are dependent on discharge.
Measured stage-discharge data for one or more cross-sections and other hydraulic
data (e.g. water depth, average velocity) in combination with ecological expertise
are required to generate environmental flow recommendations from this type of
approach. Environmental flows are usually determined in the form of a discharge
value that is presumed to represent the optimal minimum flow, below which the
available habitat (for many species) decreases rapidly (King et al., 1999). In this
category, the wetted perimeter method (Reiser et al., 1989) is reported to be the
most commonly applied method globally (Tharme, 2003).

The main advantage of these methods is that they are generally relatively rapid
and simple procedures, flexible enough to accommodate the habitat requirements of
various species, with only moderate resource requirements. Despite these strengths
and their apparent improvement over hydrological index methods (e.g. by making
use of ecologically based data such as physical instream habitat requirements), in
recent years hydraulic rating methods have been surpassed by more sophisticated
habitat simulation methods or incorporated within holistic methods that use micro-
habitat and biological information in addition to pure hydrologic data (King et al.,
1999).

Habitat simulation methods, the second most widely used type of EFA approach,
are based on hydrological, hydraulic and biological response data. They aim to gen-
erate environmental flow recommendations with respect to habitat availability and
its suitability for target species, life stages or assemblages over time and space. The
most common technique is the use of habitat/flow curves and the determination of
a so-called “diminishing return” point, where proportionately more habitat is lost
with decreasing flow than is gained with increasing flow (Jowett, 1997).

By far the most widely used approach in this category is PHABSIM (Physical
Habitat Simulation Model) (Bovee, 1982). The beneficial characteristics of high
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flexibility, data processing efficiency and the possibility of creating dynamic hydro-
logical and habitat time series at high spatial and temporal resolutions are counter-
balance by the very high resource requirements in terms of time, data and expert
knowledge. Furthermore, habitat simulation methods still focus almost entirely on
target biota and therefore only partially provide the tools for fully-fledged, holis-
tic EFA. Generally speaking, habitat simulation methods are most appropriate in
trade-off situations, where the degree of habitat alteration can be weighed against
the gains from resource use (Jowett, 1997).

Holistic methods are essentially integrated frameworks, consisting of a com-
bination of hydrological index, hydraulic rating and habitat simulation methods,
rather than separate approaches. They focus on the entirety of riverine ecosys-
tems, including floodplains, estuaries, and coastal systems that are linked through
riverine processes. As a consequence, comprehensive primary hydraulic and hydro-
logical data, combined with as much supporting ecological data as possible, are
pre-requisites for their implementation. In addition, information on the needs of
local people dependent on riverine common property resources should also be used
(King et al., 1999).

The South African Building Block Methodology (BBM) (King and Louw,
1998) and the Australian Holistic Approach (Arthington et al., 1992) were the
first attempts of this kind and served as foundation for the development of more
recent, innovative scenario-based approaches, such as the Downstream Response
to Imposed Flow Transformation (DRIFT) method (King et al., 2003). The major
advantage of holistic methods is that they address all components of riverine ecosys-
tems and their links to flow regimes, and they can also incorporate socio-economic
aspects. Furthermore, these flexible, robust and pragmatic methods can generate
outputs at several levels of spatial and temporal resolution. However, a substantial
amount of expert input and primary data collection is required, rendering holis-
tic methods very time and resource intensive. Generally, these approaches require
extensive fieldwork and lots of data and inputs from teams of experts with detailed
local knowledge over prolonged periods of time.

Globally, North America is at the forefront of the field of EFAs and the first
attempts towards the realization of the concept can be traced back to the late 1940s
(Tharme, 2003). In North America and other developed Northern Hemisphere coun-
tries the application of habitat simulation methods predominates primarily because
of the presence of economically important game fish species (e.g. salmon) and asso-
ciated lobby groups (King et al., 1999). However, these methods are of limited
importance in developing countries where data availability is scarce and analyses
of the impact of flow regulations on the livelihoods of rural people dependent on
natural resources have to be prioritized.

King et al. (1999) and Tharme (2003) identified a trend towards a hierarchical
application of EFA methods, comprising two major steps. Often basin-wide scop-
ing, planning or reconnaissance studies are conducted first, based on hydrological
methods using historic flow records. These are then followed by more comprehen-
sive assessments applying either habitat simulation or holistic methods. Examples
for such a two-step approach are provided for Alaska (Estes, 1996) and the Czech
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Republic (Bernadová, 1998). In other countries, such as Australia (Arthington and
Zalucki, 1998), South Africa (Tharme, 1997), Lesotho (King and Brown, 2003) and
the UK (Petts et al., 1996), an adaptable multiple-step method is applied, starting
with simple hydrological methods proceeding to more comprehensive methods as
additional resources become available.

17.3 Challenges to Environmental Flow Assessment
in Developing Countries

EFAs are an essential component of Integrated Water Resources Management
(IWRM). Many developing countries are in the process of drafting new water laws
that are underpinned by IWRM principles. For example in Asia, various coun-
tries are reforming their water sectors in accordance with these principles (e.g.
Turner, 2008; Lincklaen and Arriens, 2004). Similarly many countries in Africa
have, in recent years, re-drafted water legislation in compliance with these currently
widely accepted notions of best practice, focusing on integrated catchment-wide
approaches to management and emphasizing the need for environmental sustain-
ability. Recognition of environmental requirements in water resources policies
and legislation provides an essential foundation for their inclusion in basin and
catchment water resource plans (Brown and Watson, 2007).

Against this background there is increased interest in environmental flows
and numerous case studies for the development of national environmental flow
tools have been conducted (e.g. Sri Lanka (Smakhtin and Weragala, 2005), Nepal
(Smakhtin and Shilpakar, 2005), India (Venot et al., 2008; Smakhtin et al., 2007;
Smakhtin and Anputhas, 2006), South Africa (King et al., 2000) and Tanzania
(Kashaigili et al., 2006)). However, there remain significant constraints to the suc-
cessful application of EFAs in many developing countries. These arise for technical
reasons as well as limitations in human, financial and institutional capacity.

The lack of data, even basic biophysical data (e.g. on river flows), is often a key
limitation to the successful application of EFAs. Even today, despite the recognition
of the importance of well-managed water resources, the acquisition of basic hydro-
metric data is rarely given high priority by government institutions (Houghton-Carr,
2006). Often data are not of sufficiently high spatial or temporal resolution to assist
planning and decision-making at a local level. Even where it exists, administrative
challenges of accessibility to data, including lack of familiarity of government offi-
cials with requests for information, deficient protocols for requesting data and lack
of common data standards that promote data sharing, all hinder its use. In some
instances, particularly in transboundary basins (e.g. the Nile), issues of national
security also lead to restrictions on data sharing. There is need for much greater
efforts in data collection, which is vital for EFA methods. There is also need for
better coordination among different data collection agencies and improved data
sharing.
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Limited understanding of the complex environmental and social interactions,
caused by changes in flow regimes is in developing countries, as elsewhere in the
world, a major constraint to the planning and design of environmental flow regimes.
To address this requires much more research into the links between modified flow
regimes and the environmental and social impacts caused by changes in flow. It
is also important that specific evaluation of uncertainty and risk should, as far as
possible, be key components of EFA methods.

In addition, the limited pool of qualified professionals to develop and imple-
ment EFAs is often a major constraint to their application in developing countries.
Technical capacity in the fields required (e.g. water resources, hydrology, botany,
fisheries, ecology, public health, socio-economics etc.) and, particularly in the
integration of different disciplines, is frequently insufficient. To address this chal-
lenge requires comprehensive professional training and capacity building programs.
Sufficient training, retention of qualified personnel, continuing education and long
term capacity building must all be part of a general educational strategy targeted at
improving the management of water resources. There is particular need for cross-
disciplinary programs that can provide future engineers and scientists with holistic
understanding of EFA methods. Wider dissemination of existing guidance materials
is also essential.

17.4 Case Study: EFA in the Upper Nile River Basin

17.4.1 Basin Characteristics

The Blue Nile basin, which is situated in the central, western and south-western
highlands of Ethiopia and in the eastern plains of Sudan (Fig. 17.1) is the major
tributary of the Nile River. Known as the Abay River in Ethiopia it supplies 62% of
the flow reaching Aswan, with a mean annual discharge of 48.3 km3 (at Khartoum)
from a total drainage area of 311 and 548 km2.

The basin is characterized by considerable variation of altitude (350–4,250 m)
and corresponding temperature variations with an average temperature fall of 5.8◦C
for every 1,000 m increase in elevation. A monsoonal climate results in high inter-
and intra-annual variability in precipitation. Within the basin rainfall varies signif-
icantly with altitude and is considerably greater in the Ethiopian highlands than on
the Plains of Sudan. Within Sudan, the average annual rainfall over much of the
basin is less than 500 mm. In Ethiopia, it increases from about 1,000 mm near the
Sudan border to between 1,400 and 1,800 mm over parts of the upper basin and
exceeds 2,000 mm in some places. The flow of the Blue Nile is characterized by
extreme seasonal variability. Typically, more than 80% of the flow occurs during
the flood season (July–October) while only 4% of the flow occurs during the dry
season (February–May) (Awulachew et al., 2008).
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Fig. 17.1 Location and topography of the Blue Nile basin

17.4.2 Water Resources Use and Development

To date, only two minor hydraulic structures have been built in the Ethiopian part
of the basin (Table 17.2). One of the two is the Chara Chara weir, a dam built on
the outlet of Lake Tana to regulate flow for hydropower production at the down-
stream Tis Abay power station. . The second is the Finchaa scheme which comprises
one dam and a somewhat larger hydropower station on the Finchaa River and
another smaller reservoir on the Amerty River, from which water is transferred to
the Finchaa. Together the Tis Abay and Finchaa power stations have an installed
capacity of 218 MW, which represents approximately 27% of the total 814 MW
grid based electricity-generating capacity of the country (EEPCo, 2009).

Only a very small area in the Abay basin is under formal irrigation. At present,
the only modern irrigation schemes in the Abay are the Finchaa sugarcane plantation
with an area of roughly 8,000 ha and the Koga irrigation scheme which will cover
an area of 7,200 ha once fully operational in 2010 (McCartney et al., 2009).

Currently, the water resources of the Abay are mainly used to sustain the capa-
bilities, assets (including both material and social resources) and activities that are
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Table 17.2 Existing hydrologic structures in the Abay catchment area

Dam River
Storage
(Mm3)

Year of
construction Purpose

Chara chara Abay 9,100 1996 Hydropower production
(installed capacity 84 MW)

Finchaa Finchaa 2,395 1971 Hydropower production
(installed capacity 134 MW)
Sugarcane irrigation
(8,145 ha)

Koga Koga 83 2008 Smallholder irrigation
(7,200 ha)

Modified from Awulachew et al. (2008) and McCartney et al. (2009).

required for the means of living of the rural population. Rainfed and floodplain
agriculture, agro-pastoralism and artisanal fisheries play the most important role.
The high percentage of 84% out of the total 77 million Ethiopians (2008 census)
living in a rural setting (AFP, 2008) and therefore being dependent on the natural
resource base, gives a measure of the importance of water resources and the related
ecosystem services for subsistence-based livelihoods in Ethiopia.

In the context of a lack of significant fossil fuel reserves (Larson and Larson,
2007), presumed national water abundance, and an urgency to harness these
resources to increase the national level of development and alleviate poverty the
Ethiopian government has developed comprehensive Development Master Plans for
all of the major river basins (Yohannes, 2008). The Abay River Master Plan (1998)
identified various potential sites for future “modern” irrigation schemes. The cur-
rently planned projects will cover approximately 174,000 ha, corresponding to 21%
of the total 815,581 ha that are estimated to be suitable for irrigated agriculture
in the basin. Furthermore, over 120 potential sites for hydropower schemes have
been identified within the Abay catchment area with a total potential capacity of
over 30,000 MW (Larson and Larson, 2007). Of these 26 were investigated in detail
during the preparation of the Abay River Basin Master Plan and several have now
advanced to the stage of feasibility studies.

The growing demand for power and irrigation will certainly increase the pres-
sure on water resources and related ecosystems in the Blue Nile basin in the near
future. Accelerating population growth rates and development-related water needs
in Ethiopia as well as downstream in Sudan, where there are plans to increase sub-
stantially the already high levels of irrigation (McCartney et al., 2009), will further
aggravate this trend.

17.4.3 Water Resources Management Policy

With the water resources development sector on the rise, in 1999 the Ethiopian
Government prepared a Water Resources Management Policy in order to enhance
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economic growth and to optimize the use of the country’s resources. The officially
stated goal of the Policy is:

. . . to enhance and promote all national efforts towards the efficient, equitable and opti-
mum utilization of the available water resources of Ethiopia for significant socio-economic
development on sustainable basis (MoWR, 1999).

In five subsections the Policy addresses fundamental management principles regard-
ing general water resources, water supply and sanitation, irrigation, hydropower,
and institutional arrangements. A series of highly relevant and progressive ideas,
founded upon the Integrated Water Resources Management (IWRM) concept, are
incorporated. In general terms, the policy marks a shift away from purely supply
side management and the prioritizing of industrial and urban users. With regard to
water allocation, the Policy recognizes basic human and livestock needs as well as
the environmental reserve as highest priority users. Water allocation plans have to
be built around these key requirements. By using the term “environmental reserve”
the Policy shows strong parallels with the water management philosophy adopted
in South Africa, where ecological water requirements have to be determined before
any flow alteration takes place. Consequently, only the difference between the total
available water resource (natural flow regime) and the environmental reserve can be
considered available for other uses.

In addition, the Policy calls for the minimization or mitigation of adverse envi-
ronmental impacts and identifies Environmental Impact Assessments (EIA) as
critical parts of any water resources project.

Despite the overall progressive nature of the Water Policy, there are numer-
ous problems related to its implementation. On the ground practices deviate a lot
from the written policy. There tends to be a lack of coordination between the
various implementing agencies and in many cases requirements stipulated in the
policy are neglected (Haileselassie et al., 2008). Often EIAs (including EFA) are
either not conducted at all or insufficient resources and attention are given to them.
Environmental standards regarding water quality as well as quantity are not acted
upon due to a lack of monitoring and enforcement mechanisms. Hence, despite a
modern legal framework, it is clear that environmental considerations are currently
of relatively low priority in Ethiopian water resources planning and development.

17.4.4 Environmental Flow Assessment

17.4.4.1 Selection of Key Locations

As discussed above, significant hydraulic development is planned in the Abay basin.
The sites of potential future flow alteration present focal points for EFAs. In addition
to proposed dam sites on the main stem of the river, those on major tributaries are
also sites of interest since these rives contribute significant amounts of water to the
main stem and so influence its hydrological characteristics.
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Fig. 17.2 Location of sites of interest for EFA (proposed dam sites, major confluences) and the
three EFA sites selected for this study

Within the Abay 33 locations of interest for EFA can be identified (19 proposed
dam sites; 14 major confluences) (Fig. 17.2). From these locations of interest, three
key sites were selected for this study. These were selected based principally on their
significance in terms of the dimension of the dam planned or the size of the joining
river branch.

Two of the selected study sites are situated on the main stem of the Abay. The first
at Karadobi and the second near the Sudanese border. Both are planned locations for
large hydropower dams.

The Karadobi scheme will be located roughly two kilometers downstream of the
confluence with the Guder tributary approximately 300 km downstream of Lake
Tana (Norconsult, 2006). With an intended dam height of 250 m and an anticipated
total reservoir volume of 40,220 Mm3, the Karadobi scheme is the biggest of the
currently planned dams in the Abay basin.

The Border dam will be located approximately 21 km upstream of the border
with Sudan (Block et al., 2007). The dam planned for this site will have a height of
approximately 90 m and a total storage capacity of 11,100 Mm3.
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The third site chosen is situated on the lower Didessa River close to its con-
fluence with the Abay. The Didessa River is the largest tributary of the Abay. A
hydropower scheme is planned on the Lower Didessa, which if constructed could
impact significantly the flow regime of the main stem of the river.

17.4.4.2 Availability of Hydrological and Ecological Data

A data inventory for the Blue Nile basin revealed constraints in the availability of
both hydrological and ecological data. Hydrological data are only available at a few
locations and are limited to discontinuous records.

For the EFA sites at Karadobi and near the Sudanese border, flow data were
obtained from Norconsult (2006). These data records were created in the course
of a pre-feasibility study for the Karadobi dam. Using the incomplete time series
available, all records were in-filled and extended over a 50-year period (1954–2003)
with a monthly time step by applying multi-site, multiple regression procedures
(Norconsult, 2006).

There are no streamflow data for the EFA site on the Lower Didessa River
because there is no flow gauge located close to the confluence. However, monthly
time-step estimates of the flow were derived for the Abay River Basin Master Plan
based on rainfall-runoff modelling (BCEOM, 1998). These data were used in the
current study. However, the length of record only covers the period from 1960
to 1992 (33 years). Thus, time-coincident data from both sources (MoWR and
BCEOM) for these 33 years were used for the environmental flow assessments.

Despite the notion of rich biodiversity and high endemism in the basin, site-
specific data on local ecology or habitat requirements for target biota are non-
existent. This limited the EFA method applied to those which do not require
ecological data.

17.4.4.3 EFA Method Selection

Choosing the right EFA method from the plethora of methods available is not
straightforward. Each method has advantages and disadvantages. Essentially, the
choice for an appropriate approach depends on the data and resources available and
the type of issue to be addressed (Dyson et al., 2003).

In common with the situation in many other developing countries, environmental
flow initiatives in Ethiopia are still in their infancy. Country-specific EFA meth-
ods have not been developed, nor have existing methods been adapted to Ethiopian
conditions (compare Tharme, 2003).

Based on a literature survey and the data availability three hydrologic index EFA
methods were selected for the current study. Specifically, these were the Global
Environmental Flow Calculator (GEFC), the Desktop Reserve Model (DRM) and
the Tennant Method.

The GEFC was selected due to its fast and straightforward applicability, and the
additional option to use its internal flow database in comparison to user-defined
data. In contrast to this first, very simple model, the DRM was chosen because
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it is considered to be the most advanced hydrology-based desktop method to date
(Smakhtin and Shilpakar, 2005). In addition, the Tennant Method was applied, since
it is the most commonly applied hydrologic index method worldwide (Tharme,
2003). Further details and underlying principles of each of the methods are given
below.

Global Environmental Flow Calculator

The Global Environmental Flow Calculator (GEFC) is a software package com-
plemented by a global database of simulated flow time series. The EFA technique
incorporated in the GEFC involves a number of successive steps and essentially
relies on flow duration curves (FDCs) – cumulative probability distribution func-
tions of flows – that reflect the natural, unregulated flow pattern based on flow
time series with a monthly time step. FDCs in the GEFC can be created by access-
ing either the default simulated flow time series from the package’s internal global
database or by importing a user defined file containing observed or otherwise sim-
ulated flow records. In the case of site-specific assessments user-defined flow data
records should greatly improve the precision of the results and – if available – should
always be chosen as the preferred option. For a detailed description of the com-
putation procedures applied in the preparation of the global default data refer to
Smakhtin and Eriyagama (2008).

FDCs show the percentage of time that a certain flow rate is equaled or exceeded.
In the GEFC, 17 fixed percentiles are used (0.01, 0.1, 1, 5, 10, 20, 30, 40, 50, 60,
70, 80, 90, 95, 99, 99.9 and 99.99%) to adequately cover the whole range of flow
variability and to ease further application in the context of the subsequent steps
(Smakhtin and Eriyagama, 2008).

The GEFC incorporates six environmental management classes (EMCs). EMCs
relate to the desired ecological condition of the river. The six classes range from
“unmodified and largely natural” rivers (classes A and B) where future develop-
ments should be restricted to “seriously and critically modified” rivers (classes E and
F). Classes E and F are deemed ecologically unsustainable so class D (i.e. “largely
modified”) is usually set as the lowest allowed management “target” for future sta-
tus. The higher the class, the more water is allocated for ecosystem maintenance and
the greater the range of flow variability preserved (Smakhtin and Eriyagama, 2008).

In GEFC, unique FDCs can be generated and subsequently translated into more
tangible, physical data (e.g. monthly flow time series in m3/s) for each of the six
EMCs based on site-specific natural flow records. Details of the lateral shifting
method for the estimation of environmental FDCs for different EMCs can be found
in Smakhtin and Anputhas (2006) and Smakhtin and Eriyagama (2008). The spa-
tial interpolation procedure applied in the computation of the associated simulated
monthly time series is explained in Hughes and Smakhtin (1996).

Desktop Reserve Model

The Desktop Reserve Model (DRM) is a hydrology-based method using monthly
natural flow records, which has been developed by Hughes and Münster (2000) and
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further refined by Hughes and Hannart (2003) to provide a method for generating
low-confidence, initial environmental flow requirements for rivers in South Africa.

The DRM is based on the principles of the Building Block Methodology (BBM)
(King et al., 2000). The BBM is underpinned by the concept that different compo-
nents of a river’s natural flow regime are essential for the creation of an ecologically
acceptable, modified flow regime. These so-called “Building Blocks” (BBs) of the
flow regime are low or base flows, small increases in flow (freshets) and high flow or
flood events, which are required for channel maintenance (Hughes et al., 1997). In
this context, flow variations between normal (“maintenance”) and dry (“drought”)
years play a fundamental role and are defined individually. As a result, four BBs of
the natural flow regime are defined in the model output for each of the 12 calendar
months:

• Maintenance base flows;
• Drought base flows;
• Maintenance high flows and freshets;
• Drought high flows and freshets.

In addition to this table of monthly requirements for maintenance and drought
flows, the model also combines these parameters to monthly assurance or frequency
curves. The DRM includes parameters for 21 regionalized assurance curves (e.g.
Cape, Karoo, Drakensburg, Zululand, etc. regions), which were established for the
natural flow regimes of 1,946 quaternary catchments in South Africa (Hughes and
Hannart, 2003). These assurance rules define the frequency with which maintenance
and drought years occur in specific regions and principally depend on the prevailing
climatic conditions. Consequently, maintenance years dominate (60–70%) in wetter
areas with rivers comprising a stable flow regime, whereas they are less common (≤
20%) in semi-arid and arid rivers (Kashaigili et al., 2006).

Similar to the GEFC, the DRM uses the classification of management targets
divided into EMCs for the computation of suitable environmental flows. However,
the DRM incorporates only four possible EMCs (A–D), because classes E and F are
not regarded as acceptable management goals. In addition, the DRM offers the pos-
sibility of opting for transitional EMC categories (e.g. A/B, B/C), which increases
the range of possible management scenarios within the model.

Tennant Method

The Tennant Method was developed in the United States by Tennant (1976) together
with the US Fish and Wildlife Service. Environmental flow recommendations result-
ing from this method are based on specific percentages of the average annual runoff
(MAR) related to qualitative fish habitat, as well as to recreational, wildlife and
other environmental resources attributes. The impacts of changing discharge rates on
stream width, depth, velocity, temperature, substrate, etc., were determined empir-
ically for 11 streams in Montana, Wyoming and Nebraska and translated into an
easy to use look-up table (Table 17.3) that suggests the quality of flow-related
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Table 17.3 Environmental flow requirements for fish, wildlife, and recreation

Percentage of MAR

Description of flows Dry season Wet season

Flushing or maximum 200
Optimum range 60–100
Outstanding 40 60
Excellent 30 50
Good 20 40
Fair or degrading 10 30
Poor or minimum 10 10
Severe degradation 0–10

From Tennant (1976).

ecosystem conditions on a seasonal basis (i.e. wet and dry season flow require-
ments). For example, it was found that below the critical dry season flow rate of
10% of MAR water depth was insufficient for fish migration leading to a decline in
or loss of sensitive species, whereas flow rates of roughly 30% of MAR sustained
satisfactory width, depth and velocity to allow for migration (Gordon et al., 2004).

17.4.4.4 Comparison of EFA Methodologies

The environmental flow recommendations for the three key EFA sites were calcu-
lated using the three hydrologic index methods, i.e. the GEFC, DRM and Tennant
Method. Their similarities and differences were examined and their applicability in
a developing country context with severe data constraints was assessed.

For an unbiased comparison, the EMC used in GEFC and DRM, and the Tennant
quality category respectively, had to be set to an equivalent management target.
Based on a scoring chart that utilizes aggregate environmental indicators to assess
the ecological condition of a river (Smakhtin et al., 2007), the most realistic envi-
ronmental status of the Blue Nile and its tributaries was assessed as EMC C/D (i.e.,
moderately to largely modified). This reflects the need to balance socio-economic
development needs in Ethiopia with the requirement to protect basic ecological ser-
vices. It means that the flow regime should be allowed to change in such a way that
there is likely to be loss and change of natural habitat and biota (possibly including
fish) but the basic ecosystem functions of the system will only be moderately altered
(Kleynhans, 1996).

As the GEFC does not allow for transitional management classes the average
flow value for EMC C and D was calculated and used for comparison. In case of
the DRM, the direct simulation of a monthly flow series for EMC C/D was possible
and was used accordingly. For the Tennant Method the environmental quality cate-
gory “fair or degrading” was assumed to be most comparable to EMC C/D and the
respective thresholds (10% of MAR as dry season flow and 30% of MAR as wet
season flow) were used for the generation of a monthly environmental flow series
for further evaluation and comparison.
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17.4.4.5 Model Adjustments

As the three hydrologic index methods applied were developed for other regions,
initially a reconfiguration of internal model parameters was undertaken to make the
models more applicable to the conditions in the Blue Nile basin.

Within the DRM the estimations of the annual totals of the BBs are based on
a fixed-internal setting regarding the seasonal distribution of high and low flows,
which was determined according to the prevailing flow patterns of South African
rivers (c.f. Midgley et al., 1994). The primary dry season is defined as occurring
from June to August and the wet season months are January to March. However,
the Blue Nile basin is characterized by a different climatic pattern, with the wet
season primarily concentrated from July to October and the key dry season flow
from February to April. Therefore, the input flow series was shifted by 6 months
(i.e. January became July, February became August, etc.). The output time series
was then corrected accordingly in order to assign the flow values to the appropriate
months. The assurance parameters chosen were those attuned to the conditions in the
Drakensburg region of South Africa as its natural flow regime was most comparable
to that of the Blue Nile basin due to similar climatic and geological characteristics.

The Tennant Method was developed for the climatic conditions in the western
United States with low streamflows in fall and early winter (October to March)
and high flows in summer (April–September) (Tennant, 1976). Therefore, similar to
the procedure with the DRM, the timing of occurrence for the wet and dry season
was altered to December to May (dry season) and June to November (wet season).
Additionally, in contrast to the other two EFA methods applied, the Tennant method
only yields a point value (MAR) for each environmental quality category. In order
to link the Tennant MAR categories with flow variability, its environmental flow
recommendations were applied and examined in relation to the monthly streamflow
series in a so-called “extended” version of Tennant’s original concept (Smakhtin
and Shilpakar, 2005). Thereby, the natural flow record itself provides for the main-
tenance of characteristic elements of the hydrograph, whilst Tennant provides the
percentage of acceptable flow reduction for each month. Furthermore, a prerequi-
site for successful application of the Tennant Method in an area different from that
for which it was originally developed, is the morphologic similarity (e.g. width,
depth, velocity) of the streams (Gordon et al., 2004). Since no morphologic data
were available for the Blue Nile basin, the direct transfer of the method without
additional field investigations and revaluation of Tennant’s original measurements
was necessary, but means that results must be treated with extra caution.

In case of the GEFC no site-specific model adjustments were made.

17.4.4.6 EFA Results

The application of the GEF, DRM and Tennant Method to the three study sites in the
Blue Nile basin resulted in three different environmental flow time series for each
site.
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Table 17.4 shows the monthly averages of the three environmental flow series
for each EFA site. The annual average values indicate that the maintenance of EMC
C/D or “fair or degrading” conditions would require roughly 28, 24 or 21% of the
observed MAR according to Tennant, GEFC and DRM, respectively. Furthermore,
it can be seen that the DRM consistently results in the lowest flow recommenda-
tions, which are approximately 25% lower than the flow recommendations from the
Tennant Method (which suggests the highest annual flows) for all three EFA sites.
The GEFC computes intermediate annual flow recommendations that are 4, 22 and
16% below Tennant’s flows for the EFA sites Karadobi, Lower Didessa and Border,
respectively.

In a month-by-month analysis it can be seen that the environmental flow series
derived from the Tennant Method exhibits the largest seasonal flow variations.
It shows the lowest values for recommended monthly flows in the dry season
(December–May) for all three study sites, where the suggested flows are up to 80%
lower than the environmental flows recommended by the two other methods. On
the other hand, the recommended flows during the wet season (June to November)
exceed the environmental flow series derived from GEFC and DRM by up to 60%.

The differences and similarities of the results from the three individual methods
for each of the sites under investigation are illustrated in Fig. 17.3.

17.4.5 Conclusions and the Way Forward

The maintenance of natural hydrological regimes is highly relevant in develop-
ing countries, such as Ethiopia, where the livelihood security of a large part of
the population is strongly dependent on environmental goods and services. At the

Fig. 17.3 Comparison of results (mean monthly flow requirements in Mm3 for EMC C/D or
“fair”conditions) from different environmental flow assessment (EFA) methods for the EFA site
at a Karadobi, b Lower Didessa and c near the Sudanese border



354 B. Reitberger and M. McCartney

Ta
bl

e
17

.4
M

on
th

ly
av

er
ag

es
of

ob
se

rv
ed

flo
w

s
an

d
en

vi
ro

nm
en

ta
lfl

ow
tim

e
se

ri
es

en
su

ri
ng

E
M

C
C

/D
or

Te
nn

an
t’s

ec
ol

og
ic

al
ca

te
go

ry
“f

ai
r

or
de

gr
ad

in
g”

,
w

hi
ch

w
er

e
ge

ne
ra

te
d

fo
r

th
e

th
re

e
ke

y
E

FA
si

te
s

in
th

e
B

lu
e

N
ile

ba
si

n

E
nv

ir
on

m
en

ta
lfl

ow
re

qu
ir

em
en

ts
(M

m
3
)

E
FA

si
te

/m
et

ho
d

Ja
n

Fe
b

M
ar

A
pr

M
ay

Ju
n

Ju
l

A
ug

Se
p

O
ct

N
ov

D
ec

K
ar

ad
ob

i
O

bs
er

ve
d

44
9.

1
37

6.
2

39
8.

6
38

0.
8

39
7.

6
43

2.
9

3,
06

1.
1

7,
24

1.
8

4,
58

3.
5

1,
39

9.
5

76
2.

4
55

3.
7

G
E

FC
31

7.
1

27
0.

9
27

8.
2

27
9.

7
28

2.
2

30
1.

5
51

4.
8

1,
21

8.
3

62
9.

3
43

5.
2

38
8.

1
35

0.
8

D
R

M
17

9.
5

15
7.

6
15

9.
2

15
3.

5
15

5.
2

31
9.

4
35

7.
4

1,
33

0.
9

54
1.

6
37

8.
5

26
8.

4
21

1.
3

Te
nn

an
t

44
.9

36
.7

39
.9

38
.1

39
.8

12
9.

9
91

8.
3

2,
17

2.
5

1,
37

5.
1

41
9.

9
22

8.
7

55
.4

D
id

es
sa

O
bs

er
ve

d
10

9.
8

63
.8

52
.6

56
.5

95
.9

28
9.

4
95

4.
8

1,
81

0.
1

1,
77

4.
3

1,
11

1.
9

35
5.

0
18

5.
8

G
E

FC
28

.0
15

.0
13

.4
14

.5
23

.8
69

.6
15

0.
9

44
4.

8
40

9.
6

21
4.

2
80

.5
48

.4
D

R
M

51
.7

34
.2

29
.4

27
.6

33
.2

11
0.

1
12

3.
7

38
1.

6
22

0.
9

22
1.

3
12

9.
1

83
.1

Te
nn

an
t

11
.0

6.
4

5.
3

5.
7

9.
6

86
.8

28
6.

4
54

3.
0

53
2.

3
33

3.
6

10
6.

5
18

.6

B
or

de
r

O
bs

er
ve

d
51

1.
1

35
1.

4
30

1.
8

28
4.

9
33

7.
2

88
8.

1
1,

21
5.

5
3,

19
0.

5
19

64
1,

62
3.

4
1,

16
9.

2
75

7.
4

G
E

FC
31

8.
4

21
5.

2
18

8.
9

18
0.

3
24

1.
0

47
6.

3
1,

31
3.

3
3,

70
7.

6
2,

19
6.

4
1,

06
6.

7
60

9.
0

40
3.

2
D

R
M

42
0.

5
28

3.
4

24
4.

3
22

5.
6

25
9.

0
74

0.
8

91
7.

5
2,

65
7.

0
1,

47
7.

9
1,

37
0.

4
94

6.
7

61
4.

1
Te

nn
an

t
84

.9
51

.0
41

.6
39

.0
59

.2
53

8.
1

2,
22

7.
4

3,
88

0.
2

3,
32

1.
5

1,
87

1.
2

79
5.

7
13

2.
7



17 Concepts of Environmental Flow Assessment and Challenges 355

same time it is recognized that the implementation of environmental flows can also
involve some costs related to reduced hydropower and irrigation supply, which is
in high demand and essential for national socio-economic development. Despite the
national benefits of water resources development, hydraulic structures and related
flow alterations also pose an equity problem as the part of the population that is
mainly affected and pays the price of such developments (due to lost ecosystem
services and displacement) rarely benefit from the supply of electricity. These con-
flicting interests should be thoroughly evaluated prior to finalizing the planning and
design of the numerous water resource developments, proposed for the Abay basin.

In order to achieve compliance with the Ethiopian Water Resources Management
Policy potential adverse environmental and socio-economic impacts from hydraulic
structures and other water uses have to be minimized or mitigated. Thus, the con-
cept of environmental flows is a pre-requisite for finding a compromise between
environmental, economic and social demands on the available water resources.

This study attempted the quantification of a full range of environmental flows
(i.e. both high and low flows) using three desktop hydrological methods in the Abay
basin. It demonstrated that, in the absence of ecological information, hydrological
data can be used to produce coarse, initial estimates of environmental flow require-
ments. The different approaches produced broadly similar results. Nevertheless all
the model results must be treated with caution and they should not be used for
anything more than very preliminary planning. Much more detailed studies, includ-
ing ecological surveys are necessary to provide estimates which can be accepted
with more confidence. As indicated by the overassessd flow recommendations
from the DRM, such information is essential to recalibrate the models for the
monsoon-driven flow regime of the Blue Nile. Further studies and the development
of region-specific model parameters are required to improve the accuracy of the first
estimates derived from this study.

Furthermore, the calculation of environmental flows based purely on hydrologic
indices has to be restricted to preliminary assessments. Links between flow regime
and ecological response are merely assumed, whereas links between flow regime
and social impacts are not considered at all. Because of the high proportion of the
Ethiopian population living in a rural setting and dependent on subsistence liveli-
hoods, the reliance of these communities upon river flows and related ecosystems
has to be assessed. While in the short term hydrology-driven methods provide quick
estimates for initial planning, they have to be supported by more comprehensive
approaches (e.g. holistic methods) in order to achieve more accurate and (legally)
defensible results in the longer term.

Ethiopia’s progressive Water Resources Management Policy provides an
enabling foundation for sustainable water resources management including the
implementation of environmental flows. As basic human and environmental needs
are recognized as the highest priority users, in principle further data acquisi-
tion relating to these aspects should be promoted. However, a lack of effective
monitoring and enforcement mechanisms, as well as the general perception that
environmental considerations hamper development, still pose major constraints for
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the success of environmental flow assessments in Ethiopia and other developing
countries.

In future, as more dams are constructed, difficult choices will need to be made.
Informed decisions are only possible with at least a basic understanding of the
requirements of all the components of the water system. Greater understanding of
flow-ecology-livelihood linkages is essential if water resources are to be used in a
sustainable and equitable manner.
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Chapter 18
Geospatial Mapping and Analysis of Water
Availability, Demand, and Use Within the Mara
River Basin
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Abstract The Mara River Basin (MRB) is an international river basin between
the bordering countries of Kenya and Tanzania in Eastern Africa. This study looks
at several consumptive water-use factors that exist within the basin, as well as
established environmental flow requirements, and quantifies the amount of water
demanded. Subsequently, this quantity is compared to existing records of water
availability for the dry season months of December through March. Hydrologic
records, site interviews, population census data, and spatial datasets were used in
combination with a geographic information system to determine water demand.
Results show that the total current water demand within the basin does not appear
to exceed water supply during periods of maintenance or average flow. However,
current water requirements do exceed supply during periods of low flow for each of
the dry season months, posing a serious threat to water resources within the MRB.
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18.1 Introduction

Fresh water shortages are expected to appear and intensify in many regions of the
world over the coming decades. Signs of over-exploited water resources are already
apparent in many areas of the world and will only worsen if current consumption
and use patterns are not modified and adapted. The Mara River Basin (MRB), a
part of the larger Nile River Basin, is one such area where water resources are an
ongoing concern. The MRB is an important hydrologic system that not only serves
the bordering countries of Kenya and Tanzania but also exists as a valuable input to
Lake Victoria, the world’s second largest freshwater lake and the recognized source
of the White Nile River. Growing water demands and unsustainable use of natural
resources in the region are placing an increasing strain on the hydrology of the basin,
threatening the livelihood of the many populations that rely on the Mara River as a
main source of water.

This study looks at the entire MRB, an area that covers approximately
13,750 km2, 65% of which is located within Kenya and the remaining 35% within
Tanzania (Fig. 18.1). The Mara River originates on the Mau Escarpment in Kenya’s
Nakuru District and flows approximately 400 km through the districts of Bomet,
Narok and Transmara before crossing into Tanzania where the river flows through
the administrative districts of Tarime, Serengeti and Musoma. On the Kenyan side of
the basin, the Mara River flows through the Masai Mara National Reserve (MMNR)
and then enters Tanzania through the Serengeti National Park (SNP) before end-
ing at Lake Victoria. The MRB includes the entire area of the MMNR as well as
the northern portion of the SNP, which is listed as a UNESCO World Heritage
site.

Sustaining escalating water demands of the growing population within the basin,
as well as meeting the requirements of the Mara-Serengeti ecosystem, is vital to
the region. Flora and fauna that populate the MMNR and the SNP rely on the
Mara River for survival, for it is the only perennial river in these protected areas.
Overall, the Mara River contributes approximately 5% of the total amount of water
that flows into Lake Victoria; however, it is probably one of the most important
rivers in regards to conservation for it supports both the MMNR and SNP (Nile
Basin Initiative 2004).

In addition to human and wildlife demands for water, livestock populations and
pressures from large-scale irrigation farming are also placing mounting strain on
the river. Water demands from numerous lodges within and around the MMNR and
large-scale mining activities in the southern portion of the basin add to the long
list of water needs. Rainfall is the driving force that supports life within the MRB;
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Fig. 18.1 Mara River and its main tributaries: the Amala River, Nyangores River, Engare Ngobit
River, Talek River and Sand River

however, rainfall within the basin varies greatly across seasons as well as annually.
During dry periods, which exist between June and October and December to mid
March, insufficient rainfall places strain on the water users of the basin. It is esti-
mated that droughts occur every seven years within the MRB, although variations to
this are quite possible (Gereta et al., 2002). Droughts are a contributing factor to the
loss of livestock as well as to decreases in wildlife, including both residential and
migrating wildlife populations that inhabit the Mara-Serengeti ecosystem.

Currently, a number of factors contribute to the degradation of the MRB.
Deforestation, changing land-use patterns, increased human population, poor man-
agement of water abstractions and wastewater discharges in both Kenya and
Tanzania are threatening sustainability. Deforestation on the Mau Escarpment is
being caused by human population increase, small-scale agricultural expansion and
timber collection for fuel and construction materials. These factors, in combination
with poor soil conservation efforts and overgrazing of livestock, result in increased
erosion throughout the region.

Soil erosion and run-off have been associated with sediment build-up at the
mouth of the river, increased turbidity which harms aquatic life, decreased soil fer-
tility, and contamination of the river due to releases of pesticides and pollutants
into the water system (Mati et al., 2005b). Increased inputs of fertilizers, such
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as nitrogen and phosphorus, augment the threat of eutrophication (Muir 2007).
Furthermore, uncontrolled small-scale artisanal mining in the southern portion of
the basin threatens water quality.

In addition to water quality, water quantity is also a major concern within
the MRB, especially during the dry season when the threat of drought is high.
According to surveys conducted within the MRB, 62% of households use water
from the Mara River for both their domestic and livestock use (Aboud 2002). While
the Mara River and its tributaries are the dominant water source within the basin,
other water sources include springs, rainwater, wells, and boreholes. However, the
MRB is considered to have low potential of groundwater resources. For example, of
the nine boreholes in the Narok District analyzed in the National Water Master Plan,
none were considered to have a safe yield (JICA 1992 and Krhoda 2001). Adding
to the challenge, the water abstraction system within the basin is poorly planned
and loosely monitored, causing abstractions to occur in an uncontrolled manner and
often times without permits.

While the MRB draws much attention from researchers due to the biodiversity
and ecological significance associated with both the MMNR and the SNP, limited
studies on water quantity have been conducted to date. Furthermore, there have
been no studies that have attempted to quantify the total consumptive water demand
placed on the MRB from the various users that exist within the system.

Kenya is already deemed to be in a “water stressed” condition (1,000–1,700 m3

of water/person/year) and is predicted to reach “water scarce” status (less than
1,000 m3 of water/person/year) in less than 25 years. Furthermore, the United
Nations projects that Tanzania will become a “water stressed” nation by 2025
(UNPFA 2003 and UNEP 2002a).

In order to establish a more comprehensive understanding of the surface water
availability and demand that exists within the MRB, the goals of this research are
to: (1) investigate the current hydrologic situation within the MRB and map relevant
water-demand factors within the basin, (2) estimate the cumulative consumptive
water demand in the MRB based on current uses, and (3) compare total consumptive
water demand, in combination with environmental flow requirements, to records of
surface water availability within the basin to see if there are any instances when
water demand eclipses supply.

18.2 Datasets and Methodology

18.2.1 Hydrometeorological Analysis

18.2.1.1 Rainfall

The MRB has both a short and long rainy season. The short rains can begin as early
as September and extend to December, while the long rains usually begin in mid-
March and extend to June (with a peak in April). Rains falter beginning in June and
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dry conditions may extend to October. Similarly rains may falter in December and
very dry conditions may extend through January (Krhoda 2001).

In Kenya, the mean annual rainfall in the upper portion of the basin (the Mau
Escarpment) averages between 1,000 mm and 1,750 mm, while mean rainfall in
the southern portion is between 300 mm and 800 mm/year. The northern and west-
ern portions of the basin receive the most rain, which ranges from 1,200 mm to
1,800 mm/year (Krhoda 2001). In Tanzania, the district of Tarime and a portion of
the Serengeti district receive between 1,250 mm and 2,000 mm of rainfall annu-
ally, which is more than surrounding areas due to orographic effects. Much of the
Musoma district and the eastern parts of Serengeti receive annual rainfall ranging
from 900 mm to 1,300 mm/year (Yanda and Majule 2004). Table 18.1 shows the
descriptive statistics of temperature, rainfall and evaporation within the basin based
on historical records while Fig. 18.2 depicts the locations of select gauging stations
within the MRB. Additionally, Fig. 18.3 shows the high variability in long-term
monthly average rainfall values for each month for Kiputunga Forest in Kenya and
Nyabassi in Tanzania.

Table 18.1 Descriptive statistics within the MRB (a) flow (m3/s), (b) rainfall, air temperature and
evaporation were acquired and analyzed as part of the Mara Environmental Flows Assessment
(EAC 2009)

(a) Amalaa Nyangoresa Mara minesa

Min 0.004 0.4 0.89
Max 71.7 27.2 102.9
Mean 8.1 8.5 24
STD 12.4 6.5 22.8
Skewness 2.6 0.66 1.4
Kurtosis 7.2 −0.65 1.3

(b)

Average
monthly
rainfall (mm)b

at Kiputunga
(1961–2003)

Average
monthly
rainfall (mm)b

at Nyabassi
(1944–1993)

Average
daily air
temperature
(◦C)b at
Narok
(1995–2003)

Average daily
evaporation
(mm)b at
Narok
(1995–2003)

Min 41.7 62 15 2.7
Max 283 207 19.6 8.7
Mean 107 116 17.5 5.2
StD 38 27.5 0.99 1.1
Skewness 2.2 0.8 −0.5 0.3
Kurtosis 8.1 1.4 −0.5 0.1

aFlow data was acquired from the Ministry of Water and Irrigation (Kenya) and
Ministry of Water (Tanzania).
bRainfall, temperature and evaporation were acquired from Kenyan Meteorological
Department and Tanzanian Meteorological Agency.
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Fig. 18.2 Discharge gauging stations and drainage lines within the MRB

Fig. 18.3 Long-term monthly average rainfall values for each month for Kiputunga Forest in
Kenya and Nyabassi in Tanzania
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18.2.1.2 Hydrological Analysis

A flow duration curve (FDC) shows the percentage of time that a given flow rate is
equaled or exceeded for a particular value. The shape of the FDC can indicate the
hydrogeological characteristics of a watershed. Flow duration curves from the mean
monthly flow data of the Amala, Nyangores and Mara Mines were constructed to
understand the low and high flow end of the rivers and also to characterize the rivers
based on the slopes of the two ends of the curve. High slopes in the low flow tail
will indicate a less sustained low flow during the dry seasons than a low slope FDC.
This indicated less and/or variable base flow in the dry seasons.

A low-flow frequency analysis shows the number of years when a low-flow rate
is exceeded. This depicts the recurrence interval, the average interval (in years) that
the river discharge falls below a given rate, and can also be used to represent base
flow conditions. The curve is generated from the series of annual minimum flow
values extracted from the stream monitoring data. A high slope of the low-flow
curve can be taken as an indicator of variable low flow.

18.2.2 Use of GIS

This research used a Geographic Information System (GIS) to explore water demand
factors within the MRB. Specifically, ESRI’s ArcGIS was used to visually define
the study area, give spatial attributes to water-demand factors and to incorporate
quantitative data for water-demand factors considered in the study. This analysis
integrates available research, as well as new data and information collected in the
field, in an effort to spatially represent water use in the basin. General techniques
utilized include topological modeling, map overlay and data extraction for each of
the six water demand sectors.

18.2.3 Data Collection

Data for this research were collected over the length of the MRB, from the Mau
Forest in Kenya to the mouth of the Mara River at Lake Victoria in Tanzania, as
well as in the capital cities of Nairobi and Dar es Salaam during June-July 2006.
Data were collected in a number of ways including literature reviews of scholarly
journals and articles, meetings with organizations and agencies involved in the study
area, site visits to irrigation schemes, mining operations, lodges and tent camps,
as well as site visits and interviews with local and state agencies associated with
the MRB. Data obtained through these efforts included notes from on-site inter-
views, information on water policies and regulations collected from organizations
and agencies, water permitting data from regulating agencies, river gauging data,
digital data including various GIS datasets, statistical data, and onsite GPS points
taken with a mobile GPS unit.
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18.2.4 Estimation of Water Demand

Six major water demand factors were identified within the MRB, including water
demanded for: (1) domestic water supply, (2) livestock, (3) wildlife, (4) lodges
and tent camps, (5) large-scale irrigation farming and (6) large-scale mining. The
methodology utilized is described specific to each factor.

18.2.4.1 Human Population

The human population is multiplying in all areas of the MRB, with an average pro-
jected population growth rate of 2.4% for the Kenyan districts of Nakuru, Bomet,
Transmara, and Narok and an average 2.5% annual population growth rate for the
Tanzanian districts of Tarime, Serengeti and Musoma. (Kenya NBS 2006; Tanzania
NBS 2005; Tanzania NBS 2003).

National population census counts conducted in 1999 in Kenya and 2002 in
Tanzania were utilized to spatially determine the human population existing within
the natural boundaries of the MRB (Kenya CBS 2001; Tanzania NBS 2005). For
wards fully incorporated within the boundaries of the MRB, the population count
was taken directly from the respective census data. However, for wards extending
beyond the basin boundary, the relevant population was determined through the use
of ArcGIS. Population counts at the ward level were spatially associated with an
administrative boundary shapefile of the study area and were clipped to determine
the new area. The population density associated with the original ward was then
used to determine the human population of the clipped ward (Fig. 18.4).

To estimate the quantity of water required to sustain the human population within
the MRB, population counts were multiplied by daily per person water usage esti-
mates. Since the majority of the population residing within the basin is rural, an
average water quantity of twenty liters per person per day was used. This is con-
sidered the average in both Kenya and Tanzania as the year-round availability for
per capita domestic water consumption, including water used for drinking, bathing,
washing, and cooking (Mati et al., 2005a; Zaba and Madulu 1998). However, it is
important to note that the 20 liters per person per day used in this study is slightly
below the value specified in Kenyan water law, which is 25 liters per person per day.

18.2.4.2 Livestock Populations

Livestock production is a major source of income throughout the MRB, providing
both employment opportunities and food supply to inhabitants, as well as serv-
ing important social and cultural values. Livestock rearing, which mainly consists
of cattle, goat, and sheep, is undertaken as small and middle scale enterprises in
the upper portions of the basin while activity in the mid region is more closely
associated with extensive ranching enterprises.

Livestock population counts for this research were derived from a variety of
sources for varying years based on data availability (Department of Livestock
Production, Bomet District 2006; UNEP Report 2002b; District Livestock Office,
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Fig. 18.4 Administrative boundaries at the ward level for both Kenya and Tanzania with an
overlaying boundary of the MRB

Nakuru 1996; URT 2003). Subsequently, livestock population counts for the MRB
were determined at the district level using a methodology similar to that used in
calculating the human population. For districts fully incorporated within the bound-
aries of the MRB, the population count was taken directly from the respective
census data. However, for districts extending beyond the basin’s boundary, popu-
lation counts were derived by applying the districts population density to the area of
the clipped ward. Daily drinking water requirements were based on estimates estab-
lished for non-lactating livestock under African ranching conditions determined by
King (1983) as depicted in Table 18.2. As defined by King (1983), a practical guide-
line for daily drinking water requirements for development purposes reflects the
maximum requirements of the animal, both in terms of its daily requirements and
the amount it can drink in one visit.

18.2.4.3 Wildlife Populations

Wildlife in the MMNR and SNP is the backbone for tourism within the MRB and
the region’s annual migration of over 1 million wildebeest, Thompson Gazelles,
and zebras is one of the magnificent spectacles that fuel this industry. Much of the
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Table 18.2 Estimated daily drinking water requirements for non-lactating livestock under African
ranching conditions (King 1983)

Daily drinking water requirements
(liters)

Species Weight (kg) Mean
Practical guideline for
development

Zebu bovine 350 16.4 25
Goat 30 2.0 5.0
Sheep 35 1.9 5.0
Donkey 120 12.4 Not provided

wildlife within the MRB depend on the Mara River as a dry season water source.
This is especially true in drought years, when water shortages severely affect water
and forage availability, causing declines in wildlife populations through reduced
reproduction, starvation, and/or insufficient water consumption (Gereta et al.,
2002).

Due to the complexity of wildlife movements over the landscape and the lim-
ited availability of wildlife population census data specific to the area of the MRB,
wildlife populations counts for this study are limited to (1) wildlife populations
within the Narok and Trans Mara districts of Kenya (which includes the MMNR
in entirety) and (2) population counts for the migrating species that enter into the
MRB during the dry season. The migrating species included in this analysis are
those that make up the annual migration, which enters into the MRB for an approx-
imate 4 month span between the months of July and October (Gereta et al., 2002).
For this 4 month period, the annual migration numbers of one million wildebeest
and 300,000 of each Thompson Gazelle and zebra were used (Wolanski et al.,
1999) in combination with resident population counts for wildebeest, Thompson
Gazelle, zebra, buffalo, eland, elephants, Grant’s Gazelles, Maasai Giraffe, impala,
hartebeest, topi, warthog, and waterbuck.

Wildlife population counts for the Narok and Trans Mara districts of Kenya were
taken from a study conducted by the United Nations Environment Program (UNEP
2002b) using data provided from aerial censuses conducted by the Department of
Resource Surveys and Remote Sensing (DRSRS) in Kenya. It is important to note
that the 2,000 wildlife population counts taken from the UNEP study were taken
at the height of the year 2000 drought. During this drought a more than 50%
decline in wildlife population numbers was seen when compared to 1996 census
data (UNEP 2002b) which indicates a potential underestimate of quantified wildlife
water demand.

Wildlife population numbers were then used in combination with estimated daily
water requirements for the considered species. Daily water requirements for each
species was calculated at 4% of the body weight of an adult male as adapted from
du Toit (2002). While water consumption rates vary by species, consumption is
directly proportional to each animal’s body weight (Peden et al., 2003).
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18.2.4.4 Lodges and Tent Camps

Rapid increases in tourism to the MRB have raised demands for tourist lodging
facilities. Between 1995 and 2004, tourism increased by 80% in the MMNR and by
535% in the SNP between 1990 and 2002. As a result, the water resources required
to support this industry have also multiplied, leading to greater abstractions from
flowing rivers or streams located near the facility or from boreholes drilled into
underlying aquifers.

While no lodging facilities exist within the SNP portion of the MRB, at the time
of research, sixty-five lodges and tent camps were found to be operating within
the Kenyan portion of the MRB. Of this number, thirty-six were considered basic
in regards to the types of facilities and amenities offered, usually consisting of
short-drop toilets and safari showers (where water is hand-carried to the room).
While the cumulative water use from these basic sites is likely to augment over-
all demand, this research solely quantified water demand from the twenty-nine
high-end accommodations found to offer running water and flush toilets to their
guests.

The accommodation facilities considered in this analysis, which are depicted
in Fig. 18.5, make available a combined total of approximately 1,000 rooms and
2,116 beds to tourists visiting the MMNR and/or the SNP. Using bed availability
and monthly bed occupancy rates (based on a sample of lodges and camps in the
MMNR from 1997 through 2000), daily bed occupancy was calculated and then
multiplied with daily per person water consumption averages (Walpole et al., 2003).
While the amenities and facilities offered by lodges and tent camps in and around
the MMNR vary to some degree, a general guideline for water demand for non-
residential use estimates the average daily water use per person staying at a luxury
camp to be between 380 to 570 liters per day (Water Systems Design Manual 2001).
For the purpose of this study, it was assumed that the average water use per day per
guest is 380 liters.

18.2.4.5 Large-Scale Irrigation Farming

Agricultural water demand was calculated for large-scale irrigation farms operat-
ing within the MRB. While smallholder mixed farming also exists, it takes place
primarily on the subsistence level and is typically rain fed. At the time of research
(2006), large-scale irrigation was limited to the Kenyan portion of the MRB. In total,
690 hectares were under irrigation from four farms: Olerai Limited Mara Farm,
Lemontoi, Shimo Limited and Ndakaini Farm Limited (Fig. 18.6). Of this total,
660 hectares were under pivot irrigation and 30 hectares were under floppy irriga-
tion, a South African method of overhead irrigation. Combined, these farms used ten
irrigation pivots; all fed by water abstracted directly from the river via large, diesel
pumps. In 2006, there were five pumps abstracting water from the river, which was
the sole source of irrigation for these farms.

Major crops within the basin include seed maize, French beans and gum trees, of
which only seed maize and French beans are irrigated. While irrigation timeframes
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Fig. 18.5 Locations of lodges and tent camps in and around the MMNR

and quantities vary with rainfall, it is estimated that each hectare of land under irri-
gation requires approximately five to seven mm of water per day during the growing
season (personal communication, Tarquin Wood of Olerai Limited Mara Farm). GIS
data layers showing 2006 satellite daily rainfall amounts in 123 km2 blocks were
used to ascertain the amount of daily rainfall received and therefore determine the
daily irrigation required to make up for insufficient rainfall (assuming a daily irri-
gation requirement of seven mm). For irrigation areas falling within several blocks,
the average rainfall between blocks was calculated and utilized.
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Fig. 18.6 Large-scale irrigation farms within the MRB and their associated pivot locations.
Note: Although the map depicts a total of eleven irrigation pivots, at the time of research
(2006), only 10 pivots were operating. Shimo Limited has two pivots to date, with a third pivot
planned. Source: Shapefile of pivot locations and farm boundary locations provided by Ramani
Communications, Ltd

Rainfall data for this analysis were taken from the National Oceanic and
Atmospheric Administration’s Rainfall Estimate (NOAA RFE) database. The
NOAA Climate Prediction Center has been using a technique to generate daily pre-
cipitation by merging daily rain gauge observations with satellite estimates over the
African continent since 1982 (NOAA 2007).

18.2.4.6 Large-Scale Mining

Of the two large-scale mining facilities in operation within the MRB (Fig. 18.7),
only the North Mara Mine (NMM) was considered in this analysis. The Buhemba
Mine, which is not considered, is located near the edge of the MRB and does not
appear to have proximity to the Mara River or its tributaries. This would seem to
be especially true during the dry season since the Mara River is the only perennial
river in the lower portion of the basin. The NMM on the other hand, is located in the
Tanzanian portion of the MRB, approximately 10 km south of the Kenyan-Tanzania
border.



372 C. Hoffman et al.

Fig. 18.7 Large-scale mining operations within the Tanzanian portion of the MRB

Water used in the operation of the NMM is pumped directly out of the Mara
River to be used in the mining process. While the NMM recycles the resulting waste
water back into the mining cycle, the waste water is not sufficient for all processes
as there needs to be a continuous supply of clean water to aid in the gold wash-
ing cycle, as well as a supply of water used in the operation of the facility (i.e.
bathrooms, living quarters, etc.). For this portion of the analysis, the NMM 2005
Environmental Monitoring Report provided water-abstraction data from the Mara
River (North Mara Mine 2006).

18.2.4.7 Water Demand and Supply Comparisons

In order to compare the water demand results found in this analysis to water supply
within the MRB, flow data from the Ministry of Water and Irrigation in Kenya were
utilized. It is important to note that there are many gaps and discontinuities in exist-
ing gauging data, but the data used are the best available for discharge. Furthermore,
gauging stations do not exist in all tributaries, which somewhat limits the analysis.

As mentioned, there are five main tributaries contributing to the main stem
Mara River, and the integrated flow of all is represented by the discharge at the
Mara Mines gauging station. This is also the closest station to the mouth of the
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Mara River, thus water demand based on its historical average monthly flows is
the most appropriate estimate of surface water supply to use for comparison with
the demand calculated in this study. Consumptive water use was determined by
looking at the cumulative demand from the six water-use factors. In addition, esti-
mated environmental flow requirements were considered as a component of water
demand in this analysis. This is an essential consideration when looking at water
quantity requirements since rivers must maintain a flow regime that is sufficient to
sustain the aquatic and riparian species that depend on them (WRI 2007). A recent
study conducted in conjunction with the Global Water for Sustainability (GLOWS)
team establishes minimum environmental flow requirements for the MRB (EAC
2009). Minimum environmental flow requirements describe the proportion of flow
intended to maintain river condition at some designated acceptable level on an
annual/seasonal/monthly basis (IWMI 2007). The environmental flow data incor-
porated into this study include minimum average monthly base flow necessary to
support targeted ecological functions and maintain flow-related water quality.

18.3 Results and Discussion

18.3.1 Hydrometeorological Analysis

Data were obtained from the Amala River, Nyangores River and Mara River at
Mara Mines documenting the annual and inter-annual flow variability, the recur-
rence interval of selected low flows and also estimates of the available average
flows during the drought years and average years (Table 18.1). Figures 18.8 and
18.9 show hydrographs for selected drought, average and wet years at the Amala
and Nyangores gauging stations. The record reveals different levels of hydrologic
variability from extreme drought years as seen in 1986 to wet years in 1990. The
river discharges are a reflection of the rainfall in the basin, mainly in the upstream
areas. Declines in the dry season flows during recent years were also observed at the
Amala gauging station with no corresponding declines in annual precipitation total,
possibly. The lower dry season flows may be associated with reduced headwater
recharge due to some land use change, especially conversion of forest to agricultural
in the headwaters of the Amala River. Historical flow data show the Amala to have
lower dry season flows and higher wet season flows than the adjacent Nyangores
River with a similar drainage area.

The monthly flow duration curves (FDC) for the two headwater rivers and main-
stem Mara are shown in Fig. 18.10. The rivers have different characteristics during
low flow seasons. The flow below 50% recurrence interval shows a steeper slope for
Amala than Nyangores and Mara Mines indicating a less sustained flow. Similarly
the 7-day low flow data (Fig. 18.11) show that Amala has lower values for the lowest
flow for 7 days from the historical records than Nyangores. Analysis of the 7-day
low flow recurrence interval shows that the 10-year 7 day low flow was 4 m3/s for
Nyangores and 1.3 m3/s for Amala (Fig. 18.12).
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Fig. 18.8 Hydrographs for
selected drought, average and
wet years at the Amala
gauging station

18.3.2 Demand Analysis

The total annual consumptive water use calculated within the MRB is
23,812,454 m3, with the largest use being large-scale irrigation, followed by human
domestic use, livestock watering, wildlife, large-scale mining, and lodges and tent
camps (Fig. 18.13).
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Fig. 18.9 Hydrographs for
selected drought, average and
wet years at the Nyangores
gauging station

Table 18.3 quantifies the estimated monthly and annual consumptive water use
for the factors considered in this analysis. The greatest water demand is seen over
dry season months, mainly January through February and June Through October.
The water demand from large-scale irrigation as well as from lodges and tent camps
peaks during both the early (January through February) and late (June through
October) dry season periods while the wildlife demand peaks during the dry season
months of July through August (as a result of the annual migration). Water demand
from mining operations escalates in July and remains high through November.
However, due to low river flows, abstraction was not possible for the months of
September and December, and therefore, demand was not assessed. Monthly water
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Fig. 18.10 Monthly flow
duration curves (FDC) for
Amala, Nyangores and Mara
Mines

demand variation is not seen within the human and livestock demand columns
because annual census data were utilized.

Table 18.4 compares the historical monthly average flow of the Mara River at
Mara Mines (1970–1990) to the amount of water needed to meet environmental
flow requirements and consumptive water use demands. The comparison suggests
that the historical flows in the river are sufficient to support the present demand
for water in the basin while preserving necessary environmental flows. Moreover
there is an estimated surplus of flow which if well managed can contribute to fur-
ther development of the basin. It is informative to note, however, that more than
50% of the surplus occurs during just 3 months of the year (April, May, and June).
Thus, storage during these months will be important for meeting increased future
water demands during the other months of the year when runoff is reduced. The
largest increase in demand is likely to come from the expansion of irrigated agri-
culture. Kenya water law already requires that all irrigators store a volume of water
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Fig. 18.11 7-day low flow
data for the Nyangores and
Amala Rivers

Fig. 18.12 7-day low flow recurrence interval for the Nyangores and Amala Rivers

equivalent to at least 3 months demand. Off-channel storage is preferred because
this would cause minimal environmental damage to the Mara River system.

While the historical flow record presents an optimistic view of overall water
supply in the MRB and opportunities for water-dependent development, it is impor-
tant to note that the situation is quite different during drought years. As mentioned
earlier, it is estimated that drought occurs on average once every 7 years within
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Fig. 18.13 Annual consumptive water use within the MRB

the MRB (Gereta et al., 2002). During drought years, flows in the Mara River at
Mara Mines have fallen as low as 1 m3/s. Past droughts have caused widespread
mortality of both domesticated and wild animals in the basin, and orders have
been issued to stop irrigation. Kenyan water law is quite explicit in stating that
priority in water allocations is devoted first to the basic domestic water needs of
people (25 l/person/day) and second to meeting the minimal environmental flow
requirement.

At the time of research, several site interviews were conducted with represen-
tatives from MRB lodges and tent camps. While this research focuses on surface
water resources within the MRB, site interviews revealed that lodges and tent
camps using ground water resources within the basin also experience water short-
ages during dry months. During January and February of 2006, the borehole at
Mara Fig Tree dried out and the camp had to borrow water from its neighbor,
Sikinani River Camp. During this same period, Keekorok Lodge had to borrow
water from Sarova Mara Lodge. Furthermore, both the Mara Simba and Keekorok
Lodges ran into challenges when trying to obtain water from boreholes. Mara
Simba Lodge attempted to drill a borehole onsite but was unsuccessful. They drilled
150 m into the ground (well below the river bed) but got no water. In December
2005, after experiencing water shortages, Keekorok Lodge reported that they had to
expand their borehole further into the ground, from a depth of 45 m to its current
depth of 110 m.

Both future climate change and land use/land cover changes also need to be fac-
tored into the water demand and supply equation. The most recent International
Panel on Climate Change synthesis report on climate change projects increased
precipitation in East Africa by the end of the 21st Century, which could increase
water supply somewhat (IPCC 2001). However, it is important to consider that
large population growth is projected over this same period and that changes in
land use/land cover are also important contributors to climate change and variabil-
ity (CCSP 2006). This is of definite concern within the MRB, for recent research
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Table 18.4 Supply and demand comparisons for the Mara River for years characterized by normal
rainfall and low rainfall.

Month

Average minimum
flow at mara mines
(m3/s)

Consumptive water
demanda (m3/s)

Environmental flow
estimateb (m3/s)

Estimation of
available supply
(m3/s)

Jan 16.4 0.8 9.9 5.7
Feb 15.6 0.7 9.8 5.1
Mar 26.7 0.6 12.9 13.3
Apr 69.4 0.5 24.5 44.4
May 59.2 0.6 24.5 34.1
Jun 31.1 0.9 15.3 14.9
Jul 21.8 1.0 10.8 10.0
Aug 22.6 0.9 11.1 10.6
Sep 27.4 0.9 13.4 13.1
Oct 16.3 1.0 9.8 5.5
Nov 23.0 0.6 11.2 11.2
Dec 20.4 0.5 9.9 9.9

aThe water demands are basin-wide.
bEnvironmental flow estimate derived from EAC (2009).

shows that land use/land cover changes are rapidly occurring. Between 1973 and
2000, rangelands (savannah, grasslands and shrublands) were reduced by 53% and
forests were reduced by 32%. Furthermore, during the same period, agricultural land
area more than doubled (203%) (Mati et al., 2008).

18.4 Conclusions

This study concluded that during normal rainfall years, the supply of water in the
Mara River is sufficient to meet current extractive demands and protect environmen-
tal flows. Moreover, we estimate that there is surplus water available for continued
development in the basin, although more than half of this surplus flow is concen-
trated during just 3 months of the year. It is vital to realize that during drought years
the situation is quite different, as past droughts have already caused serious impacts
in the basin and with increasing future water demands the impacts of prolonged
droughts are likely to be even more severe.

Water demand within the MRB is greatest during the dry season months, mainly
January through February and June through October. This trend is seen when look-
ing at the amount of water required from wildlife, lodges and tent camps, large-scale
irrigation, and mining. Large-scale irrigation is by far the largest current extrac-
tive water demand factor within the basin, with a demand 39% higher than the
next largest demand factor (human domestic use). With increases in human pop-
ulation, tourism, large-scale irrigation and mining expected, it can be assumed that
the quantity of water demanded from each of these sectors will continue to escalate.

Improvements in data collection and monitoring throughout the basin are critical
to producing a more accurate idea of the water resources within the basin, as well as
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an increased knowledge of the limitations of the hydrologic system. Implementing a
hydrometric monitoring network to better monitor the components of the hydrologic
cycle, as well as water quality and flow characteristics, is one possible solution.
Such daily and continuous data would alleviate current data gaps and provide a
fundamental resource for sound integrated water resource management.
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Chapter 19
Impacts of Irrigation on Soil Characteristics
in Selected Irrigation Schemes in the Upper
Blue Nile Basin

Mekonnen Getahun, Enyew Adgo, and Asmare Atalay

Abstract Assessing soil and water qualities for salinity and other related prob-
lems and suggesting remedies are fundamental in irrigation management decision
options. The analysis reported in this chapter provides the necessary information to
predict the soil and water related problems as consequences of irrigation practices
undertaken at various irrigated command areas in the upper Blue Nile River basin,
Ethiopia. The study presented in this chapter was conducted in five selected irriga-
tion schemes which have been constructed before 20 years in the Upper Blue Nile
basin, Ethiopia. Farmers’ perception of changes in crop yield as a result of changes
in soil characteristics and water logging problems were compared with soil physical
and chemical analyses. Soil profile pits were opened from selected representative
sites in the respective irrigation command areas and from non-irrigated fields adja-
cent to the irrigated area for the purpose of comparison. The soil pH at Mendel and
Tikurit schemes ranges mildly alkaline to moderately alkaline in both irrigated and
non-irrigated sites and pH increased with depth due to the corresponding increase
in bicarbonate. Infiltration rate and bulk densities in all schemes showed some vari-
ation between irrigated and non-irrigated sites. Farmers perceive changes in land
productivity as a result of irrigation activities compared with non-irrigated plots
especially, onion crops decreased from time to time. Furthermore, seasonal water
logging was observed in some of the schemes during the rainy season as a result
of flat topography and vertic nature of the soils of the command area. Total nitro-
gen, organic carbon and to some extent available phosphorus contents are generally
found to be in the range of low to very low status while potassium is found to be
more or less enough for the current low yield levels.
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19.1 Introduction

When compared to neighbouring countries, Ethiopia is endowed with significant
amount of water resources, with a mean annual flow of about 110 Billion m3

(BCM) that drain in to 12 drainage basins. Among these river basins, Blue Nile
(201,000 km2), Tekeze (82,000 km2), Baro-Akobo (74,104 km2), Mereb-Gash
(23,900 km2) make up Ethiopia’s contribution to the Nile waters. These river basins
cover more than 381,000 km2 geographical area and contribute more than 86%
of the total Nile water. Its groundwater resources are insignificant with an esti-
mated annual renewable potential of only 2.6 BCM when compared to surface water
potential (MoWR, 1998).

In developing countries like Ethiopia, population growth often exceeds growth
in food production leading to food deficit mainly because of natural causes,
where conventional rain fed agriculture has become unreliable and the return
from inputs applied is highly influenced by the moisture constraints that crops
are facing at different growth stages. In order to have, sustainable develop-
ment and to alleviate food insecurity, irrigated agriculture is going to play a
vital role in agricultural development in Ethiopia and, specifically in Amhara
Region.

The Amhara Region (Fig. 19.1) is dominated by rain-fed agriculture in a country
where the mean annual rainfall exceeds the average 1,200 mm in the highlands
and middle altitudes. Blue Nile, Tekeze and Awash are the major river basins
found in the region. About 80% of the region is drained with Blue Nile and

Fig. 19.1 Amhara region and the study area map
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the remaining (slightly less than 20%) are drained by Tekeze-Angerb and Awash
main basins and very few portion of the region is drained by the Afar drainage
basins.

The region constitutes the major source of water in the country and the Nile
River. Some studies indicate that the regional surface water potential is estimated to
be 35 BCM, of which less than 2% is utilized for irrigation. In the eastern part
of the region, moisture is relatively scarce and hence storage mechanisms shall
be used to develop the available land potential through small-scale irrigated agri-
culture. Though moisture deficit is the major problem in the area, there are more
than 200 small streams flowing perennially and can be utilized for small-scale irri-
gated agricultural development (WWDSE, 2001). The region has got considerable
land potential for the development of both small-scale and medium and large scale
irrigation agricultural developments. Land and Water Resources Inventory Report
(Irrigation sub-sector 2004/2005) indicates that there is well over 657,500 hectares
of land suitable for irrigated agriculture and ample water resources that can be uti-
lized for irrigation. The current irrigated area in the region is insignificant share
of the potential. Currently, there is a good start to intensify irrigated agriculture.
However, most of irrigation practices in the region are run traditionally without con-
sidering the spatial and temporal supply of water that in turn affects growth, quality
and quantity of crop production.

The irrigation system of the study area is mainly traditional and has not been
supported by improved technologies that could help framers maximize productivity
and water use efficiency. The ultimate economic and environmental consequence of
poorly managed irrigation is the destruction of an area’s productive base because
application of too little water is an obvious waste as it fails to produce the desired
benefit. Excessive flooding of the land is still more harmful as it tends to saturate
the soil for too long, inhabit aeration, leach nutrients, induce greater evaporation and
salinity, and ultimately raise the water table to a level that suppress normal root and
microbial activity and that can only be drained and leached at great expense (Hillel,
1997).

Based on field visit and gathered information from beneficiary farmers,
causes of non-sustainability of irrigation and drainage schemes are degrada-
tion of irrigation land (alkalinization, water logging and soil acidification),
increased incidences water related disease, poor water quality (Co-SAERAR,
1999).

Methodical approaches towards sustainable use of water and soil resources
and prevention of development of saline soils is very essential in transform-
ing rainfall dependant traditional agriculture to sustainable irrigated agriculture.
Assessing soil and water qualities for salinity and other related problems and sug-
gesting remedies are fundamental in management decision options. Therefore, this
research was initiated to provide the necessary information to predict the soil
and water related problems as consequences of irrigation practices undertaken at
various irrigated command areas within Amhara region, upper Blue Nile River
basin.
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19.2 Materials and Methods

19.2.1 Description of the Study Areas

The study were conducted at three different administrative zones in the Amhara
National Regional State, namely, West Gojjam, East Gojjam and Awi Zones
(Fig. 19.2). The study sites are Mendel and Tikurit irrigation sites in West Gojjam

Fig. 19.2 Map of the irrigation schemes



19 Impacts of Irrigation on Soil Characteristics in Selected Irrigation Schemes 387

(Tis-Abay woreda), Jedeb is found in Machakel woreda and Geray is found in
Jabi-tsehnan woreda and Fetam is located in Guangua woreda in Awi Zone.
Table 19.1 describes the environmental setting and specific information of the
irrigation schemes.

The research sites are positioned on flat topography with moderate to imperfect
drainage. The main parent materials are basalt, volcanic ash materials and some
alluvial deposits. The major crops grown include, teff, wheat, sugar cane, maize,
onion, Garlic, potato and others. As it is shown in Table 19.1, areas planned to
develop irrigation agriculture were 770, 268, 210, 100 and 100 hectares in Geray,
Jedeb, Fetam, Mendel and Tikurit, respectively, however actual command areas are
being irrigated are 30.4, 16.8, 23.8, 64 and 30% in Geray, Jedeb, Fetam, Mendel
and Tikurit, respectively. It is clear that actual irrigated areas are being by far lower
that what was actually planned. The reasons for this could be planning problems
as well as water management problems in the respective irrigation schemes. Some
of the major factors include water shortage for dry season irrigation, seepage or
percolation losses at head work and main canals and poor irrigation performances,
poor water management of the schemes (water logging and drainage problems), lack
of awareness on managing and controlling the schemes by beneficiary farmers and
water users committees.

19.2.1.1 Description of the Soil Profiles

Two representative pedons at each scheme were dug on irrigated and non-irrigated
areas adjacent to irrigated areas. The site was selected based on similarity of their
topographic feature, slope and soil type. Soil samples were collected at two depths
on the basis of observable differences. Field observations, soil profiles (freshly dug
pits) were described and the horizons were designated according to the guideline
of FAO (2006). Soil colour notation was according to Munsell colour chart (KIC,
1994). Soil samples were collected from each horizon of freshly dug pits. In gen-
eral, disturbed and undisturbed soil samples were collected at all selected areas for
laboratory analyses. The soil sampling started from the bottom of the pits up the
profiles.

19.2.1.2 Physical and Chemical Analyses

Physical and chemical properties were determined for the soil samples that were
air dried, crushed and sieved to pass ≤ 2 mm. Particle size was determined by
hydrometer method (Bouyoucos, 1951); pH of the soil samples were determined
using 1:2.5 soil-water solution; organic carbon was determined using the method of
wet digestion (Walkley and Black, 1934) and total N by Kjeldahl Method (Cottenie,
1980).

The available phosphorous content of the soil was determined by 0.5 M sodium
bicarbonate extraction solution (pH 8.5) method of Olsen as outlined in Van
Reeuwijk (1993). Exchangeable cations content and the cation exchange capacity
(CEC) of the soils were determined by the 1 M ammonium acetate (pH 7) method
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according to the percolation tube procedure (Van Reeuwijk, 1993). Base saturation
was calculated by sum of exchangeable bases divided by the CEC and multiplied by
100. The CEC of clay was calculated by dividing the CEC by the clay percent and
multiplied by 100.

The infiltration rates were determined using the double ring infiltrometer method
described in FAO soil Bulletin No.42 (FAO, 1979). At each location, the measure-
ment site was pre-wetting on the afternoon preceding each test. This is normal
procedure to avoid unrealistically high initial infiltration rates that can result from a
test began on dry soils and to fill the cracks on soils with vertic properties. The bulk
densities of the soils were determined using undisturbed cores samples collected.
Samples were collected from the topsoil and subsoil and at approximately 50 cm
and 100 cm depths.

19.3 Results and Discussions

19.3.1 Physical Properties

19.3.1.1 Soils of the Study Sites

All the studied soils except that of Fetam irrigation scheme have very deep profiles
(>200 cm). As a whole, the soils in Mendel and Tikurit manifested a high degree of
similarity in morphology and physical characteristics. Invariably, they were clay in
texture greater or equal to 58%, very deep, and uniform through the major part of the
profiles which is attributed to marked pedoturbation resulting from the characteristic
shrink-swell properties of the soils, with changes in moisture content, very hard,
firm, very sticky and very plastic. The soils crack widely during the dry season, but
the cracks close up again on rewetting. The resulting expansion and contraction is
responsible for the formation of grooved shiny faces (slickenside) and wedge shape
structures at depth (Fig. 19.3a).

At Mendel and Tikurit both at irrigated and non-irrigated command areas, cal-
cium carbonate/bicarbonate nodules and concretions were distributed throughout

Fig. 19.3 Pictorial representation of different profiles (a) deep crack (Tikurit and Mendel) (b) salt
crystals at Mendel (c) calcareous nodules
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Fig. 19.4 Pictorial representation of profile description (a) Jedeb irrigate site (visible Iron and Mn
nodules) (b) profile description of Alisols

the profiles. The intensity of carbonates increases with depth throughout the profiles.
It was interesting to observe that at Mendel and Tikurit sites carbonate precipitation
were observed (Fig. 19.3b, c) along with the profile. Iron (Fe) and Manganese (Mn)
nodules were apparent in all profiles of Jedeb and Fetam schemes, which may be
explained by intermittent anaerobic conditions caused by water logging as is evident
from the imperfect drainage of the soils (Fig. 19.4a). By both bacterial and chemi-
cal actions, Fe and Mn are reduced to ferrous and managanous forms and become
soluble and more mobile, where seasonal drying allows the re-oxidation of these
materials, they are re-deposited as yellow and rusty’ spots and streaks of ferric iron
or as black manganese concretions (Crompton, 1967).

The soils in Jedeb, Geray and Fetam irrigated areas also have very deep and uni-
form profiles, however, the soils have different morphological characteristic which
have not visible shrink-swell properties as compared to Mendel and Tikurit. As
shown in Fig. 19.4a, the soils at Jedeb having plinthite (Iron rich-it commonly occurs
as red mottles) within 125 cm of the surface, shows gleyic and stagnic properties
within 100 cm and 50 cm of the surface, respectively.

As presented above in Fig. 19.4b, soil profiles dug at Alisols have a brown ochric
(to light in colour) A-horizon. The surface soil structure is rather weak, particu-
larly where the organic matter content of the A-horizon is low. The structure of the
Bt (accumulation of clay)- horizon is clearly more stable than that of the surface
horizon(s). The profile also shows the presence of an argic B-horizon, a mixed clay
assemblage that is in a state of transition to high aluminium levels in the subsoil,
and a general paucity of bases (Table 19.2).

The field survey information of the sites shows water logging and drainage are the
main problems in all study areas. The main causes of water logging in all schemes
are flat topographic position, more clayey soils, poor drainage systems, and others
management.

As shown below in Table 19.2, particle size distribution, on irrigated and non-
irrigated command areas do not show variations except Jedeb, Fetam and Mendel
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which shows minor differences. However, these variations are not strong enough to
be emphasized.

Infiltration tests were carried out in the major soil units in the Mendel, Geray and
Jedeb command areas and the result in irrigated sites were smaller than non-irrigated
whereas measured bulk densities at irrigated command areas become larger and this
shows more of compaction problems. As indicated in Table 19.2, at Geray, Mendel
and Tikurit sites the infiltration tests results at irrigated command become slower
than at non-irrigated command areas, this might be due to clay texture, however
at Jedeb infiltration result at irrigated site become faster and this is also related
with soil textures. Generally, optimum basic infiltration rates for surface irrigation
are considered to be in the range of 0.7 to 3.5 cm/h, although an acceptable value
normally ranges from about 0.3 to 6.5 cm/h.

The bulk densities at Geray, Jedeb, Fetam, Mendel and Tikurit top soils at both
irrigated and non-irrigated sites ranges from 1.02 g/cm3 for Tikurit to 1.37 g/cm3

at Mendel. The bulk density variation between irrigated and non-irrigated schemes
resulted from effects of cultivation and other physical works.

19.3.2 Chemical Properties

19.3.2.1 Soil Reaction (pH)

As shown in Table 19.3, the soil pH increasing trends with depth at all schemes
at irrigated and non-irrigated sites. However, higher soil pH values at Mendel and
Tikurit schemes ranges mildly alkaline to moderately alkaline and increasing trends
along with the soil profile for both irrigated and non-irrigated sites were observed,
due to the corresponding increase in carbonates. On the other hand, the laboratory
results at Fetam become medium acidic to slightly acidic, and Jedeb become very
strong acidic to slightly acidic. The level of acidity at Fetam and Jedeb decreases
along the soil profiles.

19.3.2.2 Salinity (EC, dS/m)

The electrical conductivity of the soils in all study schemes were very low and shows
increasing tendency along the profile for Geray, Fetam, Mendel and Tikurit irrigated
sites (Table 19.3). The low EC values indicate that the total soluble salt content of
the soils of the area is generally very low. It is therefore can be concluded that a
salinity effect is not critical problems for the time being in all irrigation sites.

19.3.2.3 Organic Carbon and Total Nitrogen

Total nitrogen contents in the cases of Geray and Tikurit found to be in the range of
low to very low in both irrigated and non-irrigated sites and shows decreasing trend
along with the soil profiles (Landon, 1991). In the case of Jedeb and Fetam, the
nitrogen contents changes from low to very low at irrigated sites and medium to low
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at non-irrigated sites, however, the amounts N have decreasing trends along with
the soil profiles. At Mendel, even though the N content in irrigated site have very
low and decreasing trends along with profiles, in the case of non-irrigated site the
trends become increased along with depth from medium to very high concentration
(Table 19.3).

The results of organic carbon at Geary showed low at irrigated and very low in
non-irrigated sites and decreasing trends along with the profiles. In the case of Jedeb
and Mendel, the concentration at both irrigated and non-irrigated sites become very
low at the surface and decreasing down with the profiles; however Fetam and Tikurit
decreases from low to very low for both irrigated and non-irrigated sites. Also Fetam
and Tikurit are rich in organic carbon. Generally, the organic carbon content of the
research areas showed a regular decrease along with increasing soil depth.

19.3.2.4 Phosphorus Content

As presented in Table 19.3, available P concentration is higher in irrigated than non-
irrigated sites. This might be due to P transported from the upper catchment along
with sediments. In the case of Tikurit, since pH increases along with the profile
depth, the available phosphorus content decreases, and the reason might be at high
pH phosphorus becomes insoluble. This can be also due to the presence of Ca,
and phosphate tends to be converted to calcium phosphate, and availability of P to
plants is reduced. In general, the soils of Geray have high phosphorous contents as
compared to soils at Mendel, Tikurit and Fetam.

19.3.2.5 The CEC and Exchangeable Cations

Cation-exchange capacity (CEC) measurements are commonly made as part of the
overall assessment of the potential fertility of a soil, and possible response to fertil-
izer application. As indicated in Table 19.3 above, the topsoil values for the cations
exchangeable capacity (CEC) measured on whole sites were rating medium to very
high (Landon, 1991). The measured top soil (0–45 cm soil depth) values of CEC
at Geray on irrigated and non-irrigated sites become 21.4–25 cmolc/kg 31.8–24.8
cmolc/kg, respectively. The CEC value is increasing at irrigated sites with soil pro-
file, but in the case of non-irrigated the value become decreasing. This is true for all
other schemes (Table 19.3).

19.3.2.6 Exchangeable Potassium (K), Sodium (Ca), Sodium (NA)
and Magnesium (Mg)

The exchangeable K ranged between 0.3–0.9 and 0.63–1.29 cmolc/kg for irrigated
and non-irrigated site at Geray, 0.5–0.63 and 0.27–0.36 cmolc/kg for irrigated and
non-irrigated at Jedeb, 0.52–0.7 and 0.24–0.29 cmolc/kg for irrigated and non-
irrigated at Fetam, 0.5–0.67 and 0.58–0.76 cmolc/kg for irrigated and non-irrigated
at Mendel and 0.72–0.95 cmolc/kg for irrigated at Tikurit. As shown in Table 19.3,
it is clear that in Geray, Jedeb, Fetam and Tikurit, exchangeable K shows decreasing
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trends along with soil depth profiles in both irrigated and non-irrigated sites except
at Fetam and Mendel at non-irrigated which shows increase trends along with soil
depth. All schemes exhibited higher levels of exchangeable K than the range of
0.25–0.5 cmolc/kg, which was indicated as a medium level by Metson (1956).

As obtained from the result, the exchangeable Ca in Geray irrigated ranged
from (5.51–3.23 cmolc/kg) and non-irrigated (6.08–3.33 cmolc/kg), Fetam irri-
gated (7.45–6.32 cmolc/kg) and non-irrigated (6.00–5.19 cmolc/kg) and Tikurit
(38.7–5.64 cmolc/kg). Generally, the values were decreasing with increasing soil
depth along the soil profiles, whereas, at Jedeb irrigated (2.18–14.92 cmolc/kg)
and non-irrigated (10.1–24.8 cmolc/kg) as well as Mendel in irrigated (50.05–63.67
cmolc/kg) & (36.9–38.0 cmolc/kg) in non-irrigated sites exchangeable Ca shows
that increasing trends along with the soil profile. As shown in Table 19.3, exchange-
able Ca of Tikurit at lower depth decreasing very much, on the other hand the
exchangeable Na increase, the reason may be fixation of Ca with P and more solu-
ble Na in the soil. The distribution of exchangeable Ca at Geray decreased from the
plough layer to the third horizon and increases thereafter.

The exchangeable Na content of the soils regularly increases with increasing soil
depth in irrigated and non-irrigated sites with some inconsistency. This indicates that
exchangeable Na is concentrated in the subsoils. However, the very low exchange-
able sodium (Na) content of the soil at the surface in both irrigated and non-irrigated
sites indicates that there is no sodicity problem in these soils.

Exchangeable Mg ranged between 1.73–2.71 and 1.69–2.55 cmolc/kg for irri-
gated and non-irrigated site at Geray, 4.86–5.43 and 4.28–9.13 cmolc/kg for
irrigated and non-irrigated at Jedeb, 1.40–1.44 and 1.03 cmolc/kg for irrigated and
non-irrigated at Fetam, 17.3–21.8 and 11.51–20.23 cmolc/kg for irrigated and non-
irrigated at Mendel and 32.1–46.1 cmolc/kg for irrigated at Tikurit. As shown in
Table 19.3, it is clear that at Geray and Mendel a decreasing trend from plough
layer to the third horizon and increased afterward is exhibited. At Jedeb, Fetam
and Tikurit exchangeable Mg shows increasing trends along with soil profiles both
for irrigated and non-irrigated sites except Jedeb, in which the exchangeable Mg
on non-irrigated site shows a decreasing trend along with soil depth. All schemes
exhibited higher levels of exchangeable Mg than the range of 0.28–0.51 cmolc/kg,
which was indicated as a medium level by Metson (1956). Generally, the range of
critical values (points above which crop response is not extracted and no fertilizer
is recommended) for K, Ca and Mg is from, 0.25 to 0.5, 1.25 to 2.5, 0.25 to 0.5 and
0.28 to 0.51 cmolc/kg, respectively.

Percent base saturation (PBS) was very high at Mendel and Tikurit. Its val-
ues decreased along with soil profile with few minor inconsistencies. The PBS
values exceeding 100% in these studies indicates inflated condition. It could be
due to underestimated CEC’s of the soils which are calcareous. As has been dis-
cussed by Chapman (1965), calcareous soils present a problem with ammonium
acetate method as a consequence of the solubility of CaCO3, in the ammonium
acetate solution giving lower values of CEC. This is because the dissolved Ca
present in the NH4OAC solution prevents complete saturations of the exchange
positions with ammonium. The above explanations suggest for trying methods other
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Table 19.4 Water quality result analysis

Site name

Jedeb

Parameter Geray On diversion
On proposed
fish pond

On existing
fishing pond Fetam Mendel Tikurit

Temp. oc 21.84 19.77 24.24 22.81 23.12 25.12 24.25
EC, dS/m 290.1 174.7 232.9 216.5 263.7 860.8 613
TDS, g/l 202.6 114 152.6 147.4 181.4 558.2 404.4
pH 6.52 7.55 8.56 9.45 8.61 8.65 8.11
DO, % 142.7 133 115.9 129.5 128.7 116 122.1
ORP, mv 149.5 71.9 158.6 53.2 39.3 155.2 106.2

TDS = Total dissolved solids, DO = dissolved oxygen, ORP = Oxidation-reduction potential.

than NH4OAC to estimate the CEC of calcareous soils. The PBS at Fetam, Geray
and Jedeb however, lower at the surface and increased down with soil profiles
(Table 19.3).

19.3.2.7 Irrigation Water Quality Characterization

Irrigation water sources were also analysed to assess their contribution in the salin-
ization process. Water used for irrigation can be varying greatly in quality depending
upon type and quantity of total dissolved salts, the Sodium Adsorption Ratio (SAR)
and Residual Sodium Carbonate Content. The criteria were used to assess the quality
of irrigation water in the areas.

It was observed that the pH in the analysed water samples, especially at Jedeb,
Fetam and Mendel was higher than in other sites (Table 19.4). This might be because
of the presence of alkali ions mainly bicarbonate. An increase in alkalinity is accom-
panied by an increase in pH (Gupta and Abrol, 1990). Potential impacts on crop
yields may result from the exceedence of this irrigation guideline.

Majority of electrical conductivity measurements of all sample areas were
showed low salt concentration. As per the guideline for water quality for irriga-
tion and drainage paper, FAO 29 showed that electrical conductivity of all sites is
found within the low range, hence, irrigation water coming from the highlands of
Western Amhara in the Upper Blue Nile basin which is dominated by basaltic rocks
is not carrying salts that might cause soil salinity.

19.4 Conclusions and Recommendations

All the studied soils except that of Fetam irrigation scheme have very deep profiles
(>200 cm). As a whole, the soils in Mendel and Tikurit manifested a high degree
of similarity in morphology and physical characteristics; they were clay in texture
and calcium carbonate nodules and concentrations were distributed and the inten-
sity of carbonates, whereby, increases with depth throughout the profiles. These
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areas are located on the flat plain and receive water containing basic cations (Ca,
Mg, K, Na), resulting in higher amount of cations compared with other schemes.
Especially, in these schemes drainage, seasonal flooding as well as water logging
problems was common, the reason could be poor infiltration capacity of the soil due
to clayey textured and flat topographic position of the areas. Hence, close follow-up
and water management practice in the case of Mendel and Tikurit and vertisols man-
agement, appropriate ploughing, and planting early and lately according to moisture
requirement of crops is important to use Vertisols and to improve their suitability for
irrigated and rain-fed agriculture.

Higher soil pH values at Mendel and Tikurit areas and increasing trends along
with the soil profile at both irrigated and non-irrigated sites were observed. The
major effect of basic pH is to reduce the solubility of micronutrients like Fe, Zn, Cu
and Mn. Also as shown in Table 19.3, at Tikurit, the available phosphorus content
decreases along with the soil profile, this might due to high pH values. This can
be also due to the higher amount of Ca, resulting in phosphorus to be converted to
calcium phosphate reducing availability of P to plants.

From the results discussed so far, it can thus be concluded that the studied areas
have low to very low organic matter, total nitrogen, and low available phosphorous
for high demanding crops. So that applications of organic and inorganic as well as
nitrogen fertilizer are very crucial for plant growth in all schemes.
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Chapter 20
Critical Water Resources Issues
in the Nile River Basin

Muluneh Yitayew and Assefa M. Melesse

Abstract The central water management issue for the Nile River basin, as in many
other river basins throughout the world, is sustainability of water supply in the con-
text of intense population growth, recurring drought, and increasing competition for
water. The issue gets complicated as a result of global climate change that is taking
place at an alarming rate. A serious discussion of these and other important water
resource issues and the challenges in the basin is necessary and needs our atten-
tion to seek solutions and insure sustainability of the water supply. This chapter
addresses the physical and hydrological conditions of the basin as a background and
present the cross-cutting issues of concern in the basin. The uncertainty of avail-
ability of water in the face of climate variability and increased land degradation
will be also discussed. The challenges to obtain, protect, and manage the basin’s
water supply and ecosystem will also be discussed. Even though one cannot make a
meticulous coverage of all the issues and challenges in the basin, a serious attempt
was made to present possible solutions at local and regional scale. The solution
will be geared towards getting more of the water, using it as much, and making it
sustainable.

Keywords Nile river · Water management · Sustainability · Climate change ·
Hydropolitics

20.1 Introduction

Sustainability of water supply in a given basin implies that the present water needs
of the population in the basin are met without compromising the ability of the future
generations to meet their needs. The situation with respect to Nile water need and
supply is getting critical and growing worse. The demand for the water is increasing
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significantly as a result of increased population and the effect of global warming.
New water demands for various uses by upstream counties are increasing the tension
among the Nile countries. Some of the basin states have already experienced critical
water shortage as a result of some extreme events such as recurring drought while
some had occasional flooding. Shortage of water occurs when the needed amount
of quality water is not available at the right time and place of need. It can be due to
drought or due to contamination of the available water. In the latter case, the water
can become degraded to an extent it is not safe for human consumption.

Considering a threshold value of 1,000 m3 per person per year, it is projected that
some of the Nile Basin countries: Burundi, Rwanda, Egypt, Ethiopia, and Kenya
will be considered as water “scarce” by 2025 (Falkenmark, 1989; Falkenmark and
Widstrand, 1992). This is based on a continuous population growth at the present
rate. If the present trend of water shortage continues, which is likely to happen, the
result will be that socio-economic development will be restrained and the poten-
tial for water conflict will be increased. What this also means is that hydrologists,
engineers, sociologists, politicians, water resources managers, decision makers, and
other water resources interest groups would have to be knowledgeable about the
river water to develop, protect, keep, share and use it in an efficient and equitable
manner. This may require a shift in paradigm, developing and adopting new ways
of technically, legally, and administratively handling the Nile water. There may be
a need to think regionally and act locally. Most of the Nile water issues today tran-
scend one country, and the basin. In many cases even the region. Yet, a great portion
of the solution must be attained at the country level. It is the authors’ belief that
most of the basins problems are not the result of the people living in the basin coun-
tries rather more and more of the basin’s future water issues and problems will be
driven out of a more regional and global environment. To this end, this chapter will
discuss some of the critical issues in the management of the water resources of the
Nile River basin that need attention and need to be addressed at this point in time.
There are many issues such as water scarcity, water quality, water policy, good gov-
ernance, institutional and financial capacity, poverty reduction, food security etc.
that affect management of the basin’s water directly or indirectly and needs to be
considered seriously in any discussion of the basin’s water resources management.
Recognizing that, it is very hard to make a meticulous coverage of all the issues.
This chapter only addresses three of the most critical ones and will suggest possible
solutions for achieving sustainable water resources development and management
in the basin. The physical and hydrological conditions are described first.

20.2 The Nile Basin Geography

The Nile River Basin (Fig. 20.1) with its diverse ecosystem is one of Africa’s largest
and most important river basin. It is located in a region with varied geographical,
topographical, climatological, hydrological, political, and physical characteristics.
It extends through 35ºC of latitude of the north-eastern African quadrant as it flows
from the south highlands through alluvial plains and desert sands into the eastern
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Fig. 20.1 Map of the Nile River basin

Mediterranean to the north. It starts from its headwaters at elevation 1,135 m above
sea level in Lake Victoria and above 1,800 m above sea level in the Ethiopian high-
lands resulting in a drainage area of about 3,007,000 km2. The basin spans over
ten countries: Burundi, Egypt, Ethiopia, Eritrea, Kenya, Tanzania, Rwanda, Sudan,
and the Democratic Republic of Congo. The total drainage area is nearly 10% of
Africa’s landmass. From the headwater source, the river flows 6,700 km to end
up in the Mediterranean Sea. This makes the Nile the longest river in the world.
Geographically, as stated earlier, the downstream states Egypt and Sudan have a
flatter terrain while upstream states such as Ethiopia located at a river’s headwaters
are more mountainous This gives the downstream states a skewed advantage for
agricultural development that uses a large quantity of water for irrigation compared
to the upstream states.

There are three major tributaries to the Nile: the Blue Nile, the White Nile, and
the Atbara Rivers. The Blue Nile is the main tributary and starts in Lake Tana,
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Fig. 20.2 Average daily flow rate in millions of m3/day (Source: http://www.mbarron.net/Nile/)

Ethiopia before it travels northwest and joins the White Nile in Khartoum, Sudan.
The Atbara drains also from Ethiopia as Tekeeze before it joins the main Nile about
300 km north of Khartoum. The White Nile originates from the Equatorial Lakes
region and joins the Blue Nile at Khartoum. The Ethiopian headwater contributes
about 85% of the Nile water through the Blue Nile, Atbara, and Baro-Akobo (Sabot)
Rivers (Table 20.1) with the remaining 15% coming from the Equatorial lakes head-
water. The contribution of White Nile is very important as it provides a sustained
flow throughout the year. Figure 20.2 gives the average flow rates contribution of
the total flow the Nile (http://www.mbarron.net/Nile/).

The Nile Basin can be divided into two main sub-basins, the White Nile and the
Blue Nile. The White Nile sub-basin consists catchment areas in Burundi, Kenya,
Rwanda, Sudan, Uganda, and Congo while the Blue Nile sub-basin consists catch-
ments from Ethiopia and Sudan (Fig. 20.1). The Nile River basin ecosystem has

Table 20.1 Ethiopia’s three rivers contributing to the Nile River system

River basin
Catchment area
(Km2)

Annual runoff
(BM3)

Specific discharge
(l/s/km2)

Abbay (Blue Nile) 199,800 52.6 7.8
Baro-Akobo 74,100 23.6 9.7
Tekeze 90,000 7.6 3.2
Total 363,900 83.8

Source: Compiled from various river basin master plan studies and river basin surveys.
Ministry of Water Resources, Ethiopia, 1999. Water Sector Strategy Document.
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the two lakes i.e., Lake Victoria and Lake Tana. Lake Victoria is the second largest
freshwater lake in the world.

20.3 Hydrology of Lake Tana and Lake Victoria

Lake Tana and Lake Victoria are the two most important lakes of the Nile River
basin. Lake Tana, the largest lake in Ethiopia and the source of Blue Nile, has a
surface area of 3,156 km2 (20% of the 16,000 km2 drainage area). The river inflows
from Gilgel Abay, Rib, Gumera, and Megech Rivers account about 93% of the
inflow into the lake, and at the outlet starts the Blue Nile. Historical records of the
lake’s stage and data from satellite has shown that Lake Tana has shown a histori-
cal variation in its level (Fig. 20.3a). This change is believed to stem from various
factors including hydrologic alterations within its basin due to reduction in dry sea-
son flows attributed to human and climate-induced changes (Chebud and Melesse,
2009).

With a surface area of 68,800 km2, Lake Victoria is Africa’s largest lake by area,
and it is the largest tropical lake in the world. Lake Victoria is also the world′s
second largest freshwater lake. Lake Victoria receives almost all (80%) of its water
from direct precipitation. Average evaporation on the lake is between 2,000 and
2,200 mm (79–87 in) per annum. Approximately, 25 major rivers flow into Lake

Fig. 20.3 Historical lake levels (a) Lake Tana and (b) Lake Victoria
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Victoria from the 194,000 km2 basin surrounding the lake. Historical water level
of the lake has shown variability (Fig. 20.3b). Rainfall on the lake being the major
source of lake’s recharge, the lake level is highly sensitive to the rainfall pattern in
the basin. As shown from Fig. 20.3b, the lake level is declining since 1998. The
increased hydropower capacity at Nalubaale and Kiira power stations in Uganda
allowed more water to be released for power generation and recently lowered lake
levels to unsustainable levels below 11 m at the Lake Victoria outlet. Historically,
the lake maintained equilibrium of 11.9 m for many years.

20.4 Nile Hydro-Climatology

The Nile hydrology shows a high degree of temporal and spatial variation. There
is abundant rainfall in the headwaters and very low rainfall in the arid Sudan and
Egypt. Although the watershed is large, the portion contributing to stream flow is
almost half of the entire basin (only 1.6 ×106 km2) due to the fact that north of
18◦N latitude, rainfall is almost zero (Teodoru et al., 2006). Precipitation increases
towards the headwaters to over 1,200 to 1,600 mm/yr on the Ethiopian Plateau and in
the region of the Equatorial lakes: Victoria, Albert, Kayoga, and Edward (Mohamed
et al., 2005). The seasonal pattern of rainfall follows the Inter-Tropical Convergence
Zone (ITCZ), where the dry northeast winds meet the wet southwest winds and are
forced upward causing water vapor to condense. The ITCZ follows the area of most
intense solar heating and warmest surface temperature and reaches the northern part
of the Ethiopian Plateau by late July. The southward shift of the ITCZ results in
the retreat of the rainy season towards the central part of the basin after October.
Therefore, the monthly distribution of precipitation over the basin shows one sin-
gle but long wet season over the Ethiopian Plateau and two rainy seasons over the
Equatorial Lakes Plateau (Mohamed et al., 2005).

Nicol (2003) identified three major hydrological characteristics of the Nile River.
These are first its two major origins: in the highlands of Ethiopia and in the Nile
equatorial lakes region. The former provides the major flow of the Nile north of
Khartoum – the Blue Nile – and the latter the far lower and slower flows of the
White Nile. The second major feature of the hydrological system is the huge sea-
sonality of the Blue Nile’s flows. A third major feature of the river system is
caused by virtue of the river’s situation in hot, arid areas where evaporation losses
are high.

Subject to seasonal variations, about 80% of the total annual discharge of the
River Nile occurs during the summer rainy season (July to October) mainly with the
Blue Nile and the Atbara River (Woodward et al., 2001). Atbara River runs dry at
times of the year while the White Nile maintains the flow in the Nile over the entire
year. Without the discharge of the upper White Nile, the Nile River would probably
run dry in May.

More than 95% of the mean annual suspended sediment load of the Nile River
upstream of the Aswan High Dam (120 millions tons per year) (Woodward et al.,
2001) comes with the Blue Nile (72%) and the Atbara River (25%) whereas the
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White Nile contributes only 3% of the total load. Apart from seasonal variations,
the total annual discharge of the Nile River is subject to intense annual variations
with the highest annual flows of 154 km3/year recorded in 1878 (Abu Zeid, 1987)
and 120 km3/year measured in 1984 (Woodward et al., 2001). The lowest annual
flow on record was observed in 1913 with only 42 km3/year (Abu Zeid, 1987). The
mean annual flow of the Nile River and the three tributaries calculated over the
period 1901–1995 (Mohamed et al., 2005).

As a result of increased water surface area being exposed to arid climate con-
ditions, the evaporation from the lake behind the Aswan High Dam (AHD) was
estimated to vary between 18 and 21% (19% in average) of the total river input (Aly
et al., 1993). A review of earlier literature established a large range for evaporation
from Lake Nasser between 1.7 m/year and 2.9 m/year (Sadek et al., 1997). Based
on water balance, energy budget and modeling, narrower range of 2.1–2.6 m/year,
with an average of 2.35 m/year, was calculated by Sadek et al., (1997). It was esti-
mated that the annual evaporation from the AHD Reservoir varied between 12 and
12.6 km3/year which correspond to an evaporation rate of 2.0–2.1 m/year (Roskar,
2000). Compared to the reservoir volume of 162 km3, the evaporation represents
about 8% per year but more than 15% of the river inflow of 84 km3/year.

The hydro-climatological studies show the variability in flow of the Nile both in
time and space. Unless there is a way to regulate this flow condition, it is difficult to
plan a meaningful sustainable water resources development and management pro-
gram. It is also apparent that in a basin as big as the Nile, a concerted effort to gather
data that can be used to forecast the hydrologic and climatologic variables is abso-
lutely necessary. Integrated basin-wide cooperation must go parallel with the rest
of the effort to bring the riparian countries to work together with a shared vision of
benefiting socio-economically and politically. With this as a goal, the next section
addresses some of the critical issues that need to be considered in the basin.

20.5 Critical Water Resources Issues

The Nile basin is one of the fastest growing areas in Africa. There is an increase
in population and recurring drought, floods, food insecurity and poverty in most
of the riparian countries. Continued growth in population and new demands ema-
nating from the growing economies of the upstream counties like that of Ethiopia,
which has shown a growing interest in boosting its agricultural production, will
place severe pressures on the water resources of the basin.

Agriculture plays a major role in the future of the basin. It is the largest consumer
of water especially in the downstream countries of Sudan and Egypt. The agricul-
tural industry in both these countries depends upon irrigation water from the Nile.
Urban use is also becoming one of the largest consumer of the Nile water. A change
in the mix of water uses in these two countries has a serious implication on the over-
all water availability of the region. This is particularly true if the present status quo
arrangement for water sharing in the basin remains unchanged. New interest and
projects to harness Blue Nile by Ethiopia for hydroelectric power production and
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irrigation projects will be issues of concern by lower basin countries. Increasing
irrigated agricultural productivity to ensure food security and power generation to
meet the countries energy demand to support the economic activities are the focus
of Ethiopia.

Water shortage in the upstream basin countries caused mainly by drought is the
major problem in the basin. Other problems for these countries include lack of
regulating infrastructure like reservoirs, lack of coordinated water policy both in-
country and basin wide, lack of scientific data and information to predict drought
and floods, and the absence of basin wide integrated water management system.
Resolving water shortage issue cannot be a one-state, two-state or three-state affair.
It has to involve development of new paradigm of looking at the problem across the
basin. A new method of addressing water shortage issues have to be crafted that is
responsive to the growing needs for the Nile water across the basin not just coun-
try by country. There is also a need to look at water right issues alongside issues
such as water shortage, drought, floods and water quality. It is also important to
resolve these outstanding issues before they become acute in the basin and become
the causes of water conflicts. What ever we see at the present time are warning
flags for what is worse problems to come as a result of the global climate change.
Collective goodwill and collaborative efforts of the basin states are urgently needed
before these warnings come true. This requires addressing the cross-cutting issues
described below.

20.6 Hydropolitics

With the basin comprising areas from ten countries: Burundi, Ethiopia, Egypt,
Kenya, Uganda, Rwanda, Tanzania, Congo, Sudan, and Eritrea, and claims for the
portion of the river water by most of these countries increasing, it is obvious to
expect the complexity of dealing with sharing of the water in an equitable man-
ner. What most think and know about the Nile is that the water is used solely by
Egypt and Sudan. There is and has been for a long time a clear inequitable distri-
bution of the Nile water resource in the upstream and the downstream countries.
For the most part, the hydropolitics of the Nile has been dominated by a single
country, Egypt that is totally dependent on the Nile water that is generated in the
upstream countries. It has the upper hand diplomatically, militarily and economi-
cally of all the riparian countries. On the other hand, the upstream countries though
they may have geographic advantage, are some of the least developed and poorest
countries in the world facing poverty, recurring drought, and famine. This dispar-
ity between the upstream and the downstream countries lead to an unbalanced
level of development within the basin as reflected by the gross domestic product
(Table 20.2).

From the nineteenth to the middle of the twentieth century, the hydropolitics
was also influenced by colonial power with the British Empire as the major player.
Most of the agreements on the Nile basin were made either between colonizers
or bilateral agreement between Sudan and Egypt. With the blessing of the British,
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Table 20.2 Renewable water resources and GDP of the Nile basin countries

Country
Percent of
NRB (%)

Percent of
country in
NRB (%)

Population
total (million)

GDP per
capita (2005)

Renewable
water
resources,
(m3/person)

Sudan 63.6 79 31.7 2,100 1,981
Ethiopia 11.7 32.4 65.8 900 1,666
Egypt 10.5 32.6 65.2 3,900 830
Uganda 7.4 98 22.8 1,800 2,663
Tanzania 2.7 8.9 34.4 700 2,472
Kenya 1.5 7.9 30.7 1,100 947
Eritrea 0.8 20.5 4.2 1,000 1,578
DR Congo 0.7 0.9 52.4 700 23,639
Rwanda 0.7 75.5 7.9 1,500 638
Burundi 0.4 47.6 6.9 700 538

Source: NBI (2006).

Egypt was able to dictate most of the treaties and bilateral agreements that are
still in the books ratified by Sudan but never been accepted by the other ripar-
ian countries. Most importantly, Ethiopia has never been a party to most of these
agreements.

In the 1990s, greater effort was invested by the riparian countries, the World
Bank, and donor agencies, to forge a cooperative approach to the Nile water devel-
opment and management. With the formation of the Nile Basin Initiative (NBI) in
1999, the hydro-political environment has changed. This came about as a result of
the realization by the major players that the status quo is neither in their (Nile basin
countries) best interest nor is sustainable. It is also the result of their willingness
to move from “unilateralism” to “multilateralism” in resource development (Nicol,
2003). With the formation of the Nile Basin Initiative, representatives of the riparian
countries have been negotiating to develop a regional partnership for the cooperative
development of the water resources in the Nile Basin with the goal of the initiative
being “To achieve sustainable socioeconomic development through the equitable
utilization of, and benefit from the common Nile Basin water resources” (NBI –
www.nilebasin.org). The future for such cooperation in the basin will depend on
the acceptance of benefit sharing over water sharing as guiding principle by the
countries in the basin and also in recognizing “equitable and reasonable” alloca-
tions along with historical precedence of water usage. Two realities about the Nile
water that needs to be considered are (1) it is going to get scarce as a result of
the population pressure and climate change, and (2) riparian countries are going to
compete among each other for the scarce and limited water in the Nile River sys-
tem. If the recurrent drought that has plagued most of the upper countries for the last
three decades continues, scarcity is going to mount and the competition is going to
get intense. This can cause anxiety among all countries especially with the Eastern
Nile countries with unpredictable consequences. The downstream countries will not
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have certainty that they will get the amount of water they claim the right for in the
existing water right arrangement.

As stated above, over the last three decades, cooperation over the Nile water
management has been the focal point for most of the riparian countries and the
international community. This cooperation to develop and manage the river water
will become even more important as the basin face uncertain but increasingly evi-
dent challenges that the global climate change will bring. The recurring drought
in most of the countries is a likely harbinger of tough times ahead making sus-
tainable water management more difficult. The increasingly stressful environmental
and demographic conditions will require much more cooperative action now than
has been delivered thus far.

These challenges will necessitate formulation and presentation of strong ratio-
nales for working together cooperatively to assure adequate water supplies. All the
individual countries interest for the Nile water need to be treated in a pragmatic
manner. Most people take cooperation to have a positive value, on its face. To argue
against would seem an untraditional thought. The issue is to what extent individ-
ual countries influence the decision making about sharing the transboundary water
resources. It is also important to clearly understand the value and the limits of coop-
eration for the individual countries such as Ethiopia that contributes approximately
85% of the river water, the second populous country of the continent with over 85
million people and aspiring for self sufficiency in food production as one of its major
short term national economic goal. One should not stretch cooperation to a point
where it does lose its meaning. The question is what should the role of the upstream
and downstream countries be in this cooperation and how can the countries maxi-
mize the value of their involvement and reach the best and informed decisions for
the sake of their own population? At some point in the near future, each country has
to see if cooperation is working for it requiring some measure of success in coop-
erative outcomes. This will help each decide on future investment in cooperative
management of the natural resources. It will also help continue to put a sustained
effort by the riparian countries.

Nile Basin Initiative brought the countries together which for a long time were
not in talking terms at all. While they were able to work out their differences and
reach some win-win consensus agreements, it has not changed the basic equation
of equitably sharing of the Nile water. The most important challenge in this case
is establishing the legal and institutional framework. To this end, there has to be
some mechanism to bring each of the countries at the table and draw the expertise
of the international community as the third party. This is the sticking point in the
hydropolitics of the Nile basin and of all the pillars of the shared vision which
may derail the movement towards continued cooperation and might even reverse
the situation back to upstream and downstream squabble with the “zero-sum game”
position back at work.

The May 2010 agreement signed by Ethiopia, Tanzania, Rwanda and Uganda
without Egypt and Sudan on the Nile River cooperative framework to collectively
work towards conserving Nile River and equitably using its water is a big and very
important step in the right direction. Egypt and Sudan’s dependence on historic right
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and no harm legal principles has been and will be used as a stalling mechanism
for unified agreement. Both, while aware of the importance of the Nile water to
the upstream countries, still looks at the situation as a zero-sum game, which in
the face of international water law principles such as equitable utilization and the
obligation not to cause significant harm will not have the legal ground to stand alone.
Historical right, equitable distribution and the no harm principles should not be seen
as mutually exclusive principles. Instead, they should be looked at with the goal of
coming out with an inclusive optimum approach that will benefit both upstream and
downstream countries without harming any. Joint management of the river or equal
per capita shares of the water are some of the ways that need to be considered to
perhaps achieve this goal.

In 1997, the UN Convention on the Non-Navigational Uses of International
Water Courses was adopted by the United Nations – considered to be an inter-
national framework agreement for use by states in negotiating water disputes.
Perhaps most notably the Convention has officially put to rest the historic conflict
between the two extreme principles of absolute territorial sovereignty (the right of
an upstream state to do as it wishes with the waters in its territory regardless of
the adverse affect on downstream states) and absolute territorial integrity (the right
of a downstream state to an uninterrupted flow of a fixed quantity of usable water
from upstream states). Instead, it adopted the limited territorial sovereignty princi-
ple, which introduces equitable utilization and the obligation not to cause significant
harm (Dinar et al., 2007). The Nile basin countries should adopt these two principles
to go forward and have a lasting negotiated agreement with a spirit of striking a rea-
sonable balance between the historical downstream uses with the new need to use by
the upstream countries i.e., the historic rights and the no-harm principle Egypt and
Sudan relies and the equitable utilization principle the upstream countries depend
upon.

20.7 Climate Change and Water Resources

Global climate change is an accepted reality by many scientists around the world.
Since the industrial revolution, the mean surface temperature of Earth has increased
an average of 1ºC per century mainly due to the accumulation of greenhouse gases
in the atmosphere. Furthermore, most of this change was in the past 30–40 years,
and the rate of increase is accelerating. Seen over the last millennium, this rapid
warming represents a strong deviation from the norm. Increase in temperature by
several degrees is expected over the next century (Mitchell et al., 1995; Wigley and
Raper, 1992; Houghton et al., 1992).

Intergovernmental Panel on Climate Change (IPCC) predicts this change to be
in the order of 1.5–6ºC per 100 years. A change of this magnitude is unprecedented
and will result in significant impacts that will be felt at a global scale, potentially
disrupting the overall ecosystem. Some believe global climate change as a result of
the effect of greenhouse gas concentration is already evident (Thomson, 1995). The
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twentieth century’s ten warmest years all occurred in the last 15 years of the century
(Colby et al., 2005).

Hulme et al. (2001) used observed data to analyze past and future climates for
the African continent using four greenhouse gas (GHG) emission scenarios and 7
global circulation model (GCM) outputs. The study confirmed temperatures have
risen during the previous century and that this is expected to continue in the twenty-
first century. The study also found a slight increase in rainfall volumes over the
equatorial lakes. Future rainfall uncertainty, especially for the Ethiopian Plateau was
high. Setegn et al. (2011) studied the watershed level hydrologic response due to the
predicted climate change (increase in temperature and decline in precipitation) in
the upper Blue Nile River basin. Using 4 scenarios and 15 GCMs, the downscaling
analysis for the periods 2046–2065 and 2080–2100 resulted a mixed prediction in
terms of precipitation decline and temperature increase. High uncertainty and less
conformity among the GCMs were observed. Based on the outputs from the Soil
Water Analysis Tool (SWAT) model using the predicted rainfall and air temperature,
an increase in evapotranspiration, decline in river flows, groundwater level and soil
moisture was observed at the watershed scale in the Lake Tana basin for selected
gauging stations. Chapter 12 discusses the detailed analysis of this study.

In a separate study, based on the watershed scale modeling result using outputs
from three GCMs, Conway and Hulme (1996) also predicted that Lake Victoria
outflows will range from –9.2 to +11.8% in 2025. For the Blue Nile, outflow varied
from –8.6 to +15.3% in the same period. Various studies have found that fluctuations
in the main Nile River are mainly caused by changing rainfall patterns within the
Blue Nile basin.

The fourth assessment report of the IPCC gives mostly quantitative prognoses
for climate change (Boko et al., 2007). This report indicated that temperature rises
is likely to be larger for Africa than for the rest of the world throughout the entire
continent and in all seasons. Dryer subtropics (e.g. the Ethiopian Plateau) warm
more than wetter tropics. Tate et al. (2004) analyzed the sensitivity of the water
balance of Lake Victoria to climate change using HadCM3 A2a and B2 emission
scenarios, and indicated that changes in annual rainfall and evaporation derived from
HadCM3 implied that declines in water levels would occur during the 2021–2050
time horizon.

IPCC summarized hydrologic changes that can be expected as a result of global
warming to include changes in precipitation levels, seasonal patterns of regional
precipitation, and flood frequencies. Specifically, their analysis suggested that a
projected increase in the average temperature will have the effect such that the
frequency and severity of droughts could increase in some areas as a result of
decrease in total rainfall, more frequent dry spells, and higher evaporation. They also
pointed out that the hydrology of arid and semi-arid areas is particularly sensitive to
climate variation such that small variations in temperature and precipitation in these
areas can result in a large percentage changes in runoff, increasing the likelihood
and severity of droughts and floods.

Most studies indicate climate change in the basin will occur and will shift and
reshape the annual and seasonal climate patterns. It is inevitable that runoff and
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water supply will change. More important is also the fact, in the Nile basin, cli-
mate variability is amplified by the complexity of the hydrology of the basin. For
example, precipitation varies from close to about 2,000 mm/year in the Ethiopian
highlands and valley lakes to almost zero in the Egyptian deserts. Climate variability
can bring large changes in the reliability of the existing reservoirs yield from small
changes in precipitation and runoff. Climate changes can also reduce the productiv-
ity of hydroelectric dams by causing fluctuations in hydroelectric generation. The
challenge is thus developing basin wide strategies to minimize the adverse effects of
climate change and implementing it before it occurs. This is a serious consideration
as the whole basin heavily depends on hydroelectricity and drought will affect the
availability and cost of electricity.

Climate change has also a serious implication on sharing of the Nile water. It
should be considered in all the negotiations and decision-making regarding the equi-
table water allocation. There should, for example, be an anticipation of droughts and
prepare for it. Climate forecasting, monitoring and evaluating hydrologic variables
will also help the parties adapt changes that will address water allocation in wet and
dry years. It will help negotiate priorities of deliveries of the available river water
especially during dry years.

Most of the Nile basin countries are more prone to climate change by the nature
of their weak economy, poor infrastructures, and limited institutional capacity, as
well as their greater reliance on climate-sensitive sectors like agriculture. They are
least able to cope with it and are poised to suffer most. Adaptation to the ongoing
and potential effects of global climate change must be a key consideration basin
wide if these countries are to develop their economies.

The challenge is responding to the anticipated climate change to minimize the
adverse effect of such changes. To this end, both structural and non-structural
measures have to be considered. Flexible anticipatory adaptation policies with full
consideration to the uncertainties of predicting the different types of climate change
must be put in place. Climate change should be incorporated in long-term basin
water management planning. Use of inter-basin water transfers should be con-
sidered. Water conservation practices should be put in place. Changes in design
and construction of hydraulic structures and proper dam sites selection should be
adapted. Above all change of attitude on the use and conservation water should be
an important component of adaptation strategies.

20.8 Information Sharing

Solutions to water management problems in the basin start and end with reliable
data and information. Data gathering on the flow of the Nile, the quality of the
water, control, and distribution is absolutely a prerequisite for any cooperation
in managing shared water resources. At present, the collection and processing of
hydrometeorolgical data and modeling work for forecasting hydrologic responses
in the basin are limited to the downstream states with very inadequate systems in
the upstream states. This imbalance has created anxiety among some countries to an
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extent they are not willing to exchange information with the downstream countries.
This is based on the belief that information provides power to whoever owns it. This
sometimes can create an apparent sense of control and advantage for the owner but
can also create unnecessary suspicion for those who do not have it. Sharing data and
information enable people to think together in solving problems, in building trust
essential for cooperative efforts towards sustaining shared vital natural resources
and in avoiding conflict. Naff (1999) summarized advantages of sharing data and
information in that it enables people to think together in solving problems, to build
trust, and avoid conflict. Sharing is the foundation of good neighborliness. The ideal
of peaceful, cooperative use of water and the environment cannot be achieved in the
absence of sharing. Shared data is the most productive and efficiently used data.
Solutions to water problems must be commensurate with their complexity; this is
not possible without adequate, shared data. Equitable distribution of water among
the users of transboundary water is not possible without shared data. Cooperative
data collection and sharing prevents unnecessary duplication and reduces costs for
all involved parties.

The Nile water resource management requires that the countries share data that is
useful for planning, modeling, and management of a shared resource. This includes
collecting relevant data, conducting water availability, and sustainable water yield
analysis. The challenge is to establish a protocol for collecting and analyzing data,
managing, and sharing information among the ten riparian countries without a sin-
gle country dominating and taking advantage of the others. To this end, the priority
should be to identify and acquire the necessary technology for monitoring, informa-
tion and data gathering, build capacity and skills of the manpower needed in each
country, and create the incentives for local data collection and data sharing. As an
example, at a basin level, countries upon recognizing or anticipating specific water
resources problem or combination of problems should initiate information and data
gathering to determine the exact nature and extent of the water problems (including
quantification of availability of the water resource and the past, present and pro-
jected water demands) and determine whether those problems warrant basin wide
or local attention.

20.9 The Way Forward

The Nile water is critical for long-term economic development, health and social
welfare of the population in the basin. Any water shortage in the future is likely to
restrain socio-economic development and to become a potential source of conflict
between the basin countries. Solutions to existing and potential problems of the
Nile water resources sustainability therefore should be viewed with the desire to
minimize such possibilities.

The Nile basin countries have been negotiating for decades over the amount of
water each country to use. These negotiations involved some mutually shared goals.
Some countries have distinct and often conflicting objectives on what they want
to accomplish with the negotiation. Despite these conflicting objectives, emphasis



20 Critical Water Resources Issues in the Nile River Basin 415

should be given to addressing the common goals of all the basin countries. These
goals include secured access to water, water projects for economic development,
stable, comprehensive and lasting water agreement, coordinated and integrated
water management, improved relationship and communication among the riparian
countries, and a well defined process for conflict resolution within the basin.

To address these mutual goals, the way forward for the basin is to focus on ben-
efit sharing rather than water sharing, multilateralism instead of unilateralism, and
enhancing more cooperative approach. Establishing the NBI legal and institutional
framework agreement with full consideration of the hydropolitics of the basin is
urgently needed if the countries are to overcome their differences and attain a sus-
tainable water development and management system. Improving the understanding
of past climate conditions based on a collaborative information and data sharing
system with the goal of improving the ability to predict the future effect of global
climate change is also necessary. One should be optimistic and hopeful that the
constructive measures suggested would be put to work to respond to the crucial
issues of sustainable water resource development and management in the basin with
a shared vision of developing and managing the Nile water, fight poverty, advance
socioeconomic development, and promote peace and stability in the region.
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